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Abstract

Blind people use visual assistance technologies (VAT) to access vi-
sual information, yet VAT can expose blind people to privacy risks.
Prior HCI research has studied and built Al-enabled obfuscation
techniques to detect and remove private content. However, blind
people cannot easily spot errors in obfuscation tools. Our paper ex-
plores how assessment descriptors, brief visual attributes of objects,
may enable blind people to find errors. By conducting interviews
and focus groups with blind participants, we found that certain
assessment descriptors (color, dimensions, distance) are inadequate
to support blind people. Instead, participants discussed assessment
descriptors that better reflect their sensemaking process, such as
describing multiple objects in a particular space. Expanding the
scope of accessible verification beyond assessment descriptors, par-
ticipants called for greater transparency on how Al-enabled privacy
techniques are developed and emphasized the need to co-create
training materials on using Al-enabled privacy techniques. Building
from our findings and disability studies scholarship, our paper ex-
amines how sighted bias could produce assessment descriptors that
neglect the needs of blind people and analyzes how participants’
preferred assessment descriptors contrast with existing standards
of visual description. Lastly, we offer design directions to push for
greater transparency in VAT and obfuscation tools.
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1 Introduction

Blind people use visual assistance technologies (VAT) to gain access
in their everyday lives, from reading mail to picking out fashionable
outfits [26, 31, 56, 62]. Despite the benefits of VAT, they often include
privacy implications. The possibility of inadvertently capturing
sensitive information in the background of a photo (e.g., personal
mail, pregnancy tests, or family photos) and sending that photo
to an online Al or human-assistance service is a real and pressing
risk [4, 34, 52, 99]. Nevertheless, blind people may feel compelled
to tolerate these privacy risks in the absence of other accessible
options [6, 99]. To readdress and mitigate risks, researchers have
built obfuscation technologies: artificial intelligence! (Al)-enabled
techniques that automatically detect and remove private content by
applying filtering techniques such as blurring [6, 52, 97, 118, 119].

However, like all A technologies, obfuscation techniques are
imperfect and may contain errors. For instance, they may misrec-
ognize objects that should be obscured (e.g., labeling a condom
packet as a toy) so that they are mistakenly revealed [118]. Fur-
thermore, these errors are particularly difficult for blind users to
identify. While blind people are enthusiastic about controlling their
visual data with obfuscation, they worry about potential obfusca-
tion errors (e.g., obfuscation systems would wrongly confirm the
detection and removal of private content), which are challenging to
find non-visually [6, 97, 118]. Accordingly, scholars have advocated
for developing non-visual transparency to empower blind people
in detecting obfuscation errors [6, 97].

This paper explores whether and how assessment descrip-
tors could support blind people in detecting obfuscation er-
rors. Specifically, assessment descriptors are key visual attributes
of obfuscated or spotlighted content that provide blind users with
additional information to confirm or reject obfuscation. For exam-
ple, if a blind user wanted to understand whether a photo on their
!In this paper, we use Al as an umbrella term. Obfuscation techniques typically in-

clude image processing methods [9], various deep learning models [68, 69, 116], and
multimodal large language models [84].
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wall is obfuscated, assessment descriptors may describe visual cues
like ‘a photo with a brown wooden frame. Assessment descriptors
have been used in other accessibility contexts to aid blind peo-
ple in building their understanding of visual content. For instance,
Hong et al. [2021] explored using descriptors, such as image quality
and object size, for blind people to inspect Al training images [58].
In contrast to Al confidence scores that are difficult to interpret
[6, 7, 97], assessment descriptors may offer richer means for blind
users to engage with obfuscation errors. From a technical stand-
point, assessment descriptors could be especially valuable because
they can be generated on-device, minimizing potential security
risks associated with off-device or remote processing [70].

We conducted a two-part qualitative study to explore the promise
and limitations of assessment descriptors. First, we interviewed 26
blind participants to introduce and elicit perspectives on obfus-
cation techniques more broadly. Next, we invited participants to
focus groups to discuss how assessment descriptors may support
(or hinder) their process of detecting obfuscation errors. To ground
our discussion, we presented pre-recorded audio probes that verbal-
ized user interactions with obfuscation techniques. Specifically, we
examined assessment descriptors such as an object’s color, dimen-
sions, and distance from the user, and aimed to prompt reflections
on potential benefits and harms. In total, we facilitated seven focus
groups with 16 participants.

Our findings suggest that assessment descriptors such as color,
distance, and location are misaligned with how blind people iden-
tify objects and may not contribute to finding obfuscation errors.
Alternatively, participants wanted assessment descriptors to name
objects and include relevant materials such as text. They also de-
sired information about surrounding objects, referencing assess-
ment descriptors with their familiarity with the space to validate
obfuscation. Lastly, participants identified structural and technical
requirements needed to make assessment descriptors work. They
discussed the importance of customizing information depth and
system-level transparency to understand how obfuscation operates.
Collectively, our analysis unpacks the technical and organizational
facets of emerging privacy techniques in visual assistance technolo-
gies.

We make three primary contributions. The first is a detailed
account of blind people’s perspectives on accessible error detection
in emerging Al-enabled privacy techniques. While past HCI and
accessibility works studied and built obfuscation tools for blind
people [6, 52, 97, 116], strategies to empower blind people in catch-
ing errors are underexplored. Our findings corroborate and build
from the fields of accessible privacy techniques [6, 97, 110] and non-
visual inspection of Al output [7, 58, 60, 74]. Second, we categorize
how sighted bias negatively influences the design of assessment
descriptors, draw parallels to existing scholarship on visual de-
scription, and offer directions to challenge harmful design choices
when developing assessment descriptors. Additionally, we artic-
ulate directions to expand the scope of accessible error detection
beyond assessment descriptors. Third, we derive general implica-
tions for accessible privacy techniques, highlighting the need to
develop training materials and support infrastructure with blind
communities.
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2 Related Work
2.1 Visual Assistance Technologies (VAT)

Blind people use visual assistance technologies (VAT) to gain visual
access. Broadly, VAT are mobile applications that take videos and
images as input, and output verbal or haptic descriptions [15, 89, 94].
More recently, VAT started including desktop applications [14, 46]
and wearable glasses [43, 63]. Typically, VAT are categorized based
on who or what mediates visual information - humans or artificial
intelligence (AI). With human-enabled VAT, remote volunteers
(e.g., Be My Eyes [15]), trained agents (e.g., Aira [3]), or crowd-
workers [25] provide visual access with blind people. Al-enabled
VAT (e.g., Seeing Al [94], Be My AI [89], and Envision Al [42])
uses computer vision and large language models to describe visual
content. HCI and accessibility research has sought to understand
how blind people use VAT [7, 12, 26, 45, 56]. By reviewing over 1000
images taken by blind people, Brady et al. [2013] outlined three key
visual tasks: (1) identifying (i.e., naming) objects, (2) reading textual
content like mail, and (3) describing visual properties such as the
color of a t-shirt [26]. These general cases reveal the differences
between Al- and human-enabled VAT. Al-enabled VAT are typically
used for “objective” tasks like reading [88], whereas human-enabled
VAT are often used for complex tasks such as fashion advice [31].
While Al-enabled technologies are perceived to be more convenient,
they are prone to errors [2, 7] and are sometimes disconnected from
the real-world needs of blind people [7, 47, 56]. In a literature review
of Al-enabled assistive technologies for blind people, Gamage et al.
[2023] demonstrated that 82% of studies did not involve blind people
[47]. Accordingly, they report a difference between the desires of
blind people and the Al systems researchers created.

Accessibility research has begun taking a community-centered
approach to building VAT with blind people [47, 51, 56]. Through
an interview and diary study, Herskovitz et al. [2023] introduced
opportunities to support blind people in customizing VAT [56]. Mor-
rison et al. [2023] drew from the principles of citizen science [95] to
co-design “Find My Things” (now a feature in Seeing Al [94]) with
blind communities [86]. We add to this growing body of literature
by conducting an in-depth qualitative study with blind people on
their perspectives of future VAT features, revealing insights on how
certain designs may complement (or clash) with their everyday use.

2.2 The Privacy Implications of VAT & Proposed
Safeguards

Like any camera-based technology, VAT pose privacy concerns.
Past research categorized and studied privacy risks associated with
VAT use [4, 52, 98, 99]. Gurari et al. [2019] found that 10% of im-
ages submitted to VizWiz (a type of VAT) included private con-
tent, such as pregnancy tests, prescription medication, and people
[52]. Alarmingly, the majority of these privacy leaks were in the
background, indicating that they might be accidental. Stangl et
al. [2020] evaluated blind people’s concerns during unknown and
known disclosures of private content in human and Al-enabled
VAT and found participants reported more significant concerns
with unknown disclosures [99]. Akter et al. [2020] studied blind
people’s privacy concerns in human-enabled VAT, demonstrating
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concerns over value judgments and identity theft [4]. Collectively,
these studies call to develop technologies to mitigate privacy risks.

Specifically, prior research suggested and built obfuscation tools,
an Al-enabled technique that detects and filters (e.g., blur or mask)
private content [52, 118, 119]. Obfuscation methods can be applied
to specific regions of interest (partial obfuscation) [8, 27, 55] or to
the full visual content (total obfuscation) [39]. Notably, there a few
empirical studies that examine blind people’s perceptions and expe-
riences with obfuscation. Zhang et al. [2024] built an obfuscation
prototype and evaluated its utility with blind people for content
creation uses [118]. Their findings revealed that blind people were
enthusiastic about the potential to preserve visual privacy before
posting images to social media, yet they experienced cognitive over-
load. While some of these findings may apply to VAT, it is important
to note that image sharing on social media is a different context
than VAT. Social media images are static and often require attention
to visual aesthetics [120]. VAT includes both images and videos,
primarily for visual information seeking. More related to our study,
Alharbi et al. [2022] investigated blind people’s perspectives on
using obfuscation to address privacy risks in VAT [6]. They found
that blind people wanted to enact more control over obfuscation
by choosing when to apply obfuscation and determining obfusca-
tion content. Similarly, Stangl et al. [2023] found that blind people
emphasized the need to design for effective consent and dismissal
in obfuscation systems [97].

We add to prior research by investigating two types of obfus-
cation intended to provide control and choice: (1) focus mode, in
which a specific object is spotlighted, and all other elements are
obfuscated or hidden, and (2) background mode, in which a specific
object is obfuscated, and all other elements are preserved. While
past studies reported that blind people imagined benefiting from a
feature such as focus mode [6, 97], they did not directly probe for
focus mode. Furthermore, based on participants’ desires to learn
how to use emerging Al-enabled privacy tools, our analysis offers
insights on developing training materials for obfuscation.

2.3 How Users Find & Detect Errors

Prior obfuscation research found that blind people were concerned
about errors, especially in high-risk and complex use cases such
as navigation [6]. Similarly, Stangl et al. [2023] reported that blind
people worried about false positive and false negative errors with
obfuscation in VAT [97]. For instance, past work that evaluated an
obfuscation prototype with blind people demonstrated that obfus-
cation misrecognition was prevalent, and blind participants could
not reliably validate obfuscation results [118]. Responding to these
concerns, our study aims to support blind people in detecting ob-
fuscation errors.

Generally, there is a wealth of HCI and Al scholarship dedicated
to understanding how sighted users recognize and resolve errors
(e.g., [32, 44, 61, 67, 75]). Goloujeh et al. [2024] found that users
deployed various evaluation strategies with Al-generated images,
such as visually inspecting the aesthetic of different outputs and
noticing errors or preferences [75]. In studying an Al-enabled bird
identification application, Kim et al. [2023] found that users val-
idated the recognition quality by visually comparing the output
with images online [67]. More related to our work, past research
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found that sighted users trusted obfuscation systems because they
could visually confirm that private content is obfuscated [9]. Taken
together, these studies signal an overemphasis on visual sensibilities
in Al error detection approaches.

A few past studies focused on understanding the types of Al
errors blind people encounter and how they verify Al [1, 7, 74]. Ab-
dolrahmani et al. [2017] categorized blind people’s error acceptance
in AI tools for navigation, indicating that blind people worried
about stigmatizing errors such as misidentifying gender on bath-
room signs [1]. Alharbi et al. [2024] described how blind people
detect errors in Al-enabled VAT, reporting strategies such as exper-
imenting in low-risk settings and cross-referencing with different
applications [7]. Adnin & Das [2024] found that blind people de-
tected generative Al errors by comparing them with their previous
knowledge or requesting that Al systems “prove” its answer [2]. In
high-stakes cases (e.g., financial information), blind people would
take extra steps to ensure accuracy, such as including sighted peo-
ple [2, 6]. Overall, previous research highlighted that blind people
often evaluate the risks of incorrect Al input and decide whether it
is worth investing time in verifying potential errors. However, how
to support blind people in finding Al errors remains unexplored.
In the context of automatic alternative text, MacLeod et al. [2017]
found that incorporating confidence scores could help blind people
critically assess accuracy [74]. Nevertheless, blind participants in
prior work on obfuscation noted that confidence ratings might be
challenging to interpret meaningfully and could be misleading (e.g.,
conveying a high confidence rating despite false predictions) [6].
One closely related study investigated the use of additional descrip-
tors to support blind people in training Al Specifically, Hong et
al. [2022] explored adding information on object size, image qual-
ity, and location within the image, showing how these descriptors,
though occasionally inaccurate, helped guide blind users to improve
their training images [59].

Our study investigates blind people’s perspectives on error de-
tection in obfuscation techniques. We examine the potential and
limitations of assessment descriptors, visual attributes that describe
elements such as color, size, and location of an object before obfusca-
tion. Our analysis demonstrates how the design of some assessment
descriptors may be influenced by sighted bias, and details partici-
pants’ preferred assessment descriptors. Furthermore, we outline
ways to support accessible error detection beyond assessment de-
scriptors.

3 Method

We took a qualitative approach to investigate how blind people
imagined making sense of emerging privacy techniques in VAT.
First, we conducted interviews to introduce participants to two
possible obfuscation techniques (focus mode and background) and
elicit their broader reactions on the potential and drawbacks of
obfuscation. Next, to dive deeper into accessible error detection,
we ran a series of focus groups on how assessment descriptors may
support blind people in finding obfuscation errors. This section
details our methodological procedure, recruitment strategy, and
data analysis approach.
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FOCUS MODE
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BACKGROUND MODE

€]») : An object that is approximately 8
inches in length and 4 inches in
width is highlighted while
everything else is blurred.

R : Turn on focus mode.

) : Focus mode, what would you like to
highlight?

R : *type* Microwaveable meal.

R : Turn on background mode. ) : An brown box that is approximately
) : Background mode, what would you
like to hide?

K : *type* Delivery box.

3 feet away from you is hidden
while everything else is visible.

Figure 1: Illustration of hypothetical scenarios captured in audio probes. In focus mode, we used the dimensions of the object
as an assessment descriptor. In background mode, we explored the location and color of the object as an assessment descriptor.

3.1 Procedure

3.1.1 Initial Interviews. We conducted interviews as part of a larger
study on how blind people interpret and experience Al errors more
broadly. This paper analyzes the last segment of our prior inter-
views [7], which lasted approximately 20-30 minutes and aimed to
introduce obfuscation to participants and gather their perspectives
on finding errors in emerging Al-enabled privacy approaches. Par-
ticularly, we defined (1) focus mode, which involves spotlighting
a specific object while obfuscating or hiding all other elements,
and (2) background mode, which entails obfuscating a private
object while preserving the rest of the image or video. While past
work primarily introduced Al-enabled privacy techniques as tools
to remove one private content by applying filters (i.e., background
mode), we added focus mode because blind participants in previous
research envisioned benefiting from an ability to highlight one
identified object while obfuscating remaining content [6, 97, 118].
Similar to prior work [6, 97], we tried to use plain language de-
scriptions, avoiding technical jargon like “artificial intelligence”,
“machine learning” or even “automatic” since these might introduce
biases. Appendix A includes a script of how we described focus
and background modes to participants. After each instance of intro-
ducing focus mode and background mode, we asked participants
about their thoughts, potential benefits/harms to themselves or the
community, and scenarios where they would (not) prefer to use
focus or background mode. We also inquired about accuracy and
how they imagined assessing the credibility of focus or background
mode. During the interviews, we intentionally did not introduce as-
sessment descriptors. This decision aimed to reduce cognitive load
since participants were already asked to consider two emerging
techniques and to prevent influencing participants’ views on how
accessible error detection should be designed. Appendix B provides
an overview of the questions we have asked during the interviews.

3.1.2  Focus Groups. We designed 60-90 minute semi-structured
focus groups to further understand participants’ perspectives on

two emerging privacy techniques in VAT and the role of assessment
descriptors in aiding or hindering error detection. In what follows,
we will elaborate on the components of our focus group.

Group Norms: Before scheduling focus groups, we explained to
participants that privacy expectations differ from interviews. While
the research team must maintain privacy practices, we informed
participants that other participants in the focus groups are not
formally obligated to preserve their privacy. We indicated some
steps participants can take to safeguard their privacy (e.g., changing
Zoom names to pseudonyms). We also attached our focus group
protocol so participants can read the questions ahead of time and
anticipate privacy-persevering responses. Finally, we reminded par-
ticipants that they could skip questions without explaining why.
During the focus groups, we asked participants to refrain from shar-
ing others’ perspectives outside of this focus group, engage with
each other’s responses, and minimize cross-talk. We emphasized
that the goal of our focus groups was not to establish collective
agreements; embracing differences and respectful disagreements
are welcomed. Additionally, we asked participants if they had any
norms they would like us to follow. Our group norms were adapted
from the Program on Intergroup Relations at the University of
Michigan [102].

Fictional Audio Probes: To explore assessment descriptors, we
designed fictional pre-recorded audio probes based on obfuscation
use cases from prior work [4, 6, 97]. For instance, we chose sce-
narios in home settings to elicit potential feelings of impression
management [4, 6]. Figure 1 captures the main elements of our
probes (appendix D includes the scripts used for each probe). Our
goal with these illustrative examples was to inspire conversations
about accessible error detection in obfuscation. With that in mind,
we presented various assessment descriptors: the “private” object’s
color, size, and location. Inspired by accessibility features that use
metrics like distance to support visual access [10, 58, 101], we chose
measurements as a potential assessment descriptor. Additionally,
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Table 1: Breakdown of focus groups (FG), participant IDs, and visual assistance technologies (VAT) use

FG  Participant(s) ID  Visual Assistance Technologies Used

FG1 P20

FG2 P3,P12

FG3 P4,P10,P14
FG4 P2,P8, P22
FG5 P7,P16

FG6  P23,P24
FG7  P6,P9,P19

Be My Eyes, Be My Al Seeing Al, OneStep Reader

Aira, Seeing Al Be My Eyes, OneStep Reader, BeSepcular, Envision Al

Be My Eyes, Be My Al Seeing Al TapTapSee, Envision Al, OneStep Reader
Be My Eyes, Seeing Al, Google Lookout, TapTapSee

Aira, Seeing Al, Be My Eyes, Be My Al, TapTapSee, Envision Al

Aira, Be My Eyes, Be My Al Seeing Al, Envision Al, OneStep Reader

Aira, Be My Eyes, Be My Al Seeing Al One Step Reader, TapTapSee

we included color as an assessment descriptor because Al systems
often misrecognize color, prompting participants to think more
critically about possible errors [47, 58, 105]. Overall, we empha-
sized that these hypothetical probes may not align exactly with
participants’ experiences, and we informed participants that the
audio probes were intentionally designed to be short to enable
us to build a narrative together. While the audio probes helped
in accessibly imagining obfuscation techniques, later parts of this
paper elaborate on key limitations that could have been resolved by
conducting formative studies before focus groups. We encourage
future research to construct audio probes in collaboration with
blind communities.

Followup Questions: After playing each audio probe, we asked
participants several questions to capture their perceptions on the
presented assessment descriptor(s) and understand how (if at all)
the presented assessment descriptors might be applicable to their
everyday use of VAT. We also asked participants to comment on con-
cerns, probing for specific examples of when and how assessment
descriptors may hinder accessibility. Next, we asked participants
what questions they would have before using focus and background
modes and how they would imagine their roles in improving these
systems moving forward (if any). Finally, we concluded with space
for participants to add thoughts and considerations that the focus
group may have missed and ask the lead researcher any questions.
Appendix C includes an overview of the questions we asked during
our focus groups.

3.2 Recruitment and Participation

After receiving ethics review approval for our study, we collabo-
rated with the National Federation of the Blind (NFB) to recruit
participants. We designed a short recruitment survey to confirm el-
igibility (i.e., participants are over 18 years old, reside in the United
States, and use VAT) and inquire about the types of VAT respon-
dents’ use. To ensure diversity in our sample, we included optional
demographic questions around race, gender, age, level of visual
disability, and when they acquired their visual disability. As a to-
ken of appreciation for their expertise and time, participants were
compensated with $35 (USD) for the interviews and $55 (USD) for
the focus groups.

We conducted interviews from September to October 2023. Our
interviews included 26 participants. All participants were daily or
weekly users of VAT, particularly Seeing AL, Be My Eyes, Be My
Al Aira, TapTapSee, and Envision Al To preserve anonymity, we
report an aggregated demographic of the 26 interview participants.
In terms of visual disability, the majority of participants were totally
blind (n=25), and one participant had low vision. Most (n=15) were
born with a visual disability; the remaining (n=11) acquired their

disability later in life during childhood or adulthood. We inquired
about their age through a multiple-choice question with age range
(e.g., 18-24, 25-34, etc). The weighted average of participants who
reported their age (n=25) was forty-one years old. As for gender,
most of our participants (n=15) are women, and some (n=11) are
men. Twenty-three participants opted to report racial or ethnic
identity. Our sample included participants who are White (n=10),
Hispanic (n=3), Latinx (n=2), Asian (n=4), Middle Eastern (n=2),
and mixed race (n=2).

After interviews, we invited participants who indicated inter-
est in the focus groups. We scheduled and conducted seven focus
groups with 16 participants in November 2023. Table 1 provides
a breakdown of participants. Those who participated in the focus
groups were all totally blind. Ten do not have light perception,
and six have light perception. Nine acquired their visual disability
at birth, and seven later in life during childhood or adulthood. In
terms of gender, nine are women, and seven are men. Our focus
group sample included participants who are White (n=6), Asian
(n=3), Middle Eastern (n=2), Hispanic (n=1), Latinx (n=1), mixed
race (n=1), and not reported (n=2).

3.3 Data Analysis & Positionality

We took a reflexive thematic approach [28, 29] to analyze the in-
terview and focus group transcripts. The first author spearheaded
the analysis process with the help of the second author. We first
began familiarizing ourselves with the data, spending over two
months (re)reading each transcript, writing memos, and discussing
patterns. Then, we open-coded all the transcripts. The first author
read through all the quotes associated with each code. We then
organized quotes in a Miro? board based on emerging patterns such
as potential use cases of privacy features, reactions to assessment
descriptors, suggestions for assessment descriptors, error handling,
and transparency. Figure 2 represents an overview of our early
analysis on Miro. In grouping the quotes from the focus groups, we
aimed to create a cohesive story through meaning-based interpreta-
tion rather than providing a topic summary of each focus group. In
line with reflexive thematic analysis sensibilities [30], we sought to
portray each participant’s quote in one focus group through discus-
sions across our dataset, not just in the bounds of their focus group.
After discussions with co-authors and four additional iterations of
refining patterns, the first author structured the corpus into the
themes that now serve as findings.

Reflexive thematic analysis fosters recognizing positionality,
attending to how the researchers’ views (in)directly shaped re-
search questions and data interpretation. Members of this research
team are sighted accessibility researchers who are grounded in

2Miro: https://miro.com/
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Obfuscation Techniques

( ————— ~

| ColorKey 1 Desired features Benefits Limits

I Geous "Eew 1 Transparency Training Unknown privacy Requires trust

\ _____ ~ P# - FG# P# P# - FG# P# - FG# P# P# - FG# P# P# - FG# P# - FG#
P# P# - FG# P# P# - FG# P# P# P# - FG# P# P# - FG#

Assessment Descriptors

Desired features Benefits Limits Specific Assessment Descriptors
Beyond Verbal Customization Sighted bias Usability Dimension Location ? Color &
P# - FG# P# - FG# P# - FG# P#- FG# P# - FG# P#- FG# P#- FG# P#- FG# P#- FG# P# - FG# P# - FG# P# - FG# P# - FG# P# - FG# P# - FG#
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Figure 2: Recreated skeleton of our preliminary data analysis on Miro, capturing some early patterns and codes. We initially
mapped participants’ quotes on obfuscation techniques broadly, then we organized participants’ perspectives on assessment

descriptors.

and often draw from disability studies and disability justice ac-
tivism [21, 76, 100]. We acknowledge the limits of our knowledge
as sighted people. We took the following steps to work within power
asymmetries [19] and practice reflexivity. The first author, who led
interviews and focus groups, began sessions affirming participants’
expertise and emphasizing that there are no right or wrong an-
swers. We believe this cultivated a space where participants feel
comfortable providing honest responses and even challenging how
the interviewer framed some questions. During the interviews and
focus groups, the lead author performed member checking to as-
sess their interpretation and offer participants an opportunity to
elaborate. Before concluding interviews and focus groups, we incor-
porated a closing question [79] to allow participants to share topics
we may have missed or ask the lead researcher any questions.

4 Findings

In this section, we report findings from interviews® and focus
groups. Confirming prior work, participants saw high value in
obfuscation features and expressed concern about errors. However,
we found that most participants did not find assessment descrip-
tors such as color, dimension, and location useful. Participants
discussed how vague and highly visual assessment descriptors are
not aligned with their sensemaking processes. Alternatively, partic-
ipants suggested assessment descriptors that directly name objects,
incorporate surrounding objects and support haptic and auditory
feedback. Beyond assessment descriptors, participants emphasized
the importance of explaining to users how Al-enabled privacy tech-
niques work and their limitations. They also outlined opportunities
for tutorials on how to use Al-enabled technologies. Our findings
capture technical and organizational considerations for building
Al-enabled privacy techniques aligned with blind communities.

3Note for readers: Participant IDs marked with a double dagger (¥) indicate that the
related quote was shared during the interview portion of the study.

4.1 Critiques and Anticipated Challenges of
Assessment Descriptors

In the audio probes, we highlighted assessment descriptors that
were realistic and used in previous related contexts to provoke
discussion. However, the majority of participants did not find these
particular assessment descriptors helpful, citing accuracy concerns,
lack of clarity, added cognitive load when using human-enabled
VAT, and the necessity of prerequisite visual knowledge to confirm
assessment descriptors.

4.1.1 Questioning the Accuracy of Assessment Descriptors. For as-
sessment descriptors to work, they need to be accurate. However,
participants hesitated to trust assessment descriptors and, thus,
obfuscation tools. P12 emphasized, ‘T would still have a trust issue.
Is it really blurring out all the information? I'm not sure how you
could assure me without being able to see the screen and see it blurred
out.” P24 added, “you don’t have direct access to the information. It’s
the computer, the app, whatever is interpreting it for you.” Partici-
pants’ concerns about the accuracy of assessment descriptors stem
from prior experience using Al systems. For instance, P8 reflected
on how Al-enabled VAT struggled to describe the basic shapes in
their dog’s raincoat, asserting that Al systems are “not humble” and
will confidently report false information. Additionally, participants
raised concerns about how the object’s location and camera aiming
would shape accuracy. P6 explained, “because some people hold it at
an angle, some people place it right on the table, so it’s all depending
on different circumstances. But there’s like several different aspects of
how it’s gonna recognize it.” Overall, Al-enabled privacy techniques
create a knowledge imbalance where blind users cannot directly
verify its outputs [6, 97, 118, 119], and assessment descriptors may
still maintain these asymmetries. This reflects a broader issue of
enforced trust, where blind people are often asked to trust and
accept outcomes without questions. As P23 argued, “there’s that
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whole trust business. And we’re asked to do that a lot as blind folks.
Trust the sighted folks, trust the AL trust the public transit, trust me,
that and the other thing.”

4.1.2  Unclear Purpose of Assessment Descriptors. Some partici-
pants perceived assessment descriptors as redundant. Despite fram-
ing our questions and interest in designing descriptors to verify
obfuscation, some participants considered certain assessment de-
scriptors an extension of their original visual task, not a way to
evaluate the quality of privacy features. For instance, participants
thought of measurement descriptors as either irrelevant to the task,
or as re-stating known information. Specifically, in the first audio
probe, some participants questioned how receiving dimensions of
the microwavable meal would enable the hypothetical user to pro-
ceed with their cooking task. As P12 said, ‘T already know the size of
what it is I'm holding.” P3 particularly thought that providing such
information could be infantilizing. They explained, “T'm holding it
in my hand like that’s kind of belittling like ‘Oh you don’t know what
the size is?””

In the group discussions, even when a few participants explained
how assessment descriptors are different, many participants did
not find describing measurements and color useful. We observed
this play out in both FG4 and FG5. P2 explained that measurements
could be “almost like a safety net [...] I have those dimensions as
a fallback in case it doesn’t adequately assess what that object is.”
However, P8 responded to P2 with a counter that objects can have
the exact measurements. They said, “that box could be like a box
of waffles and not a microwavable dinner |[...] the dimensions do
not identify the product.” Different objects may have similar sizes,
rendering measurement-centric assessment descriptors insufficient.
Overall, providing features without context for how they should be
interpreted or specificity in how they relate to the visual content
made it difficult for participants to use them for reasoning about
Al behavior.

4.1.3  Navigating the Complexity of Human-Enabled VAT. Partici-
pants pointed out that designing privacy features in human-enabled
VAT is especially important as they perceived higher privacy risks
than Al-enabled applications [4]. However, participants asserted
that obfuscation techniques and assessment descriptors could be
complicated given the dynamic nature of video calls compared to
static images. P20 explained, ‘each time I move the camera, [the obfus-
cation] might need to be readjusted, and what I want to be hidden will
show up for a little while and then disappear again.” Alternatively,
P20 suggested pausing the video stream periodically and checking
in with users. They explained, ‘[privacy features] could tell me that
it is ready to restart the recording and ask ‘Do you want to restart
the video’ or something similar as a warning” (P20). Furthermore,
balancing assessment descriptors and guidance from sighted people
could be cognitively demanding. As P16 explained, “if my phone was
trying to help me focus on something and it is chatting when there’s a
sighted person on the other end who is also trying to help me. I think
these two things would clash.” It may be further challenging as blind
users may need to adjust their cameras and change certain light
conditions to increase visibility for sighted people [6, 17]. Instead of
in-situ privacy tools and assessment descriptors, p7¥ proposed that
privacy features should be applied before using human-enabled
VAT. They said, ‘T think kind of it would have to be a layer that
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you go through before you connected to the volunteer.” In essence,
assessment descriptors could be distracting and inaccessible dur-
ing the dynamic nature of video-based interactions, particularly
human-enabled VAT. Participants offered some suggestions, such
as pausing videos and performing privacy modifications prior to
engaging with sighted people in human-enabled VAT.

4.1.4 Assuming Prerequisite Knowledge. Assessment descriptors
assume users already know what the visual properties of an object
should signify. Yet, that is not always the case, especially for users
born blind who may not find visual aspects particularly meaningful.
For example, when sharing how far away a certain object is from
the user, P23 challenged the utility of distance as an assessment
descriptor for people who are born blind—noting, ‘T didn’t get a
ruler and measure that [...] for someone who has previously had vision
and has a bit more of that spatial awareness that might work. But for
those of us who have never seen, that’s absolutely not going to do it”
(P23). Similarly, when an object’s true color is unknown, it becomes
less useful as a way to confirm Al functionality. P20 said ‘T might
not know the color of the box.” While blind people may know object
colors in some cases (i.e., the color of familiar objects or colors from
previous sighted experience), perceptions can vary based on when
a person became blind. P6 explained, “T lost my sight later in life, so
I understand color. But to others it may not be beneficial.”

Short and vague assessment descriptors, such as, “approximately
8 inches in length and 4 inches in width,” do not contain enough
information for blind users to verify obfuscation. Participants rec-
ognized that assessment descriptors, such as distance, are relative.
P3 explained “it would drive me crazy [...] what is this 8 by 4 referring
to?” Participants wondered whether the size information referred
to the object dimensions or the particular region of interest (i.e.,
cooking instructions). In our study and past work [6], visual privacy
tools can be used as a filter mechanism to spotlight specific aspects.
For example, P4 shared how obfuscation could be used to solely “to
focus on the veggies” section of a menu. Spatial assessment descrip-
tors become confusing when the dimensions referenced are not
linked to a particular region. Furthermore, participants commented
on how distance and dimensions may change based on the camera’s
position. P20 explained, ‘T assume it depends on the distance between
the camera and objects, the object might look smaller or bigger.” Com-
municating distance without any information on reference points
is inadequate.

Even with the additional details, some participants discussed how
color, distance, and dimensions as descriptors could be “sighted-
centric” (P23), misaligned with how blind people navigate visual
contexts and attempts to propagate sighted ways of thinking through
centering visual elements that are not relevant to blind people. P23
explained how this is endemic in the design of assistive technolo-
gies:

“Tthink that it comes down to something that the sighted
world hasn’t figured out that it does yet, and that is
that of all the disabilities, blindness seems to be the
one that the world fears the most. And so many people
cannot even begin to figure out how they would do
things on their own without being utterly dependent
on technology or another person as a blind person. So
they attempt to design these things with the best of
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intentions, but they don’t have a concept of how blind
people live day to day.”

Participants are critical of assessment descriptors, noting how
they could miss important information, conflict with VAT, produce
inaccurate output, and reflect sighted norms. Despite their limi-
tations, some noted that assessment descriptors are “better than
nothing” (P20) and, if redesigned, they have the potential to be
beneficial.

4.2 Preferred Assessment Descriptors

In this section, participants shared their perspectives on assess-
ment descriptors that matched their everyday experience with VAT.
Moving away from providing assessment descriptors such as lo-
cation and color, participants wanted to know the object’s name
and unique features. Beyond the object of interest, participants
argued that receiving the description of surrounding objects may
help detect errors by cross-referencing with their familiarity of
a particular space. Lastly, participants speculated on the benefits
and limitations of incorporating haptics and audio tones instead of
verbal assessment descriptors.

4.2.1  Just Name the Object, Its Distinct Aspects, and Provide the Op-
tion of OCR. Participants shared that emerging privacy tools should
identify the object of interest and its unique visual characteristics.
Object descriptions could identify the object (e.g., “microwavable
meal” or “delivery box”). Furthermore, descriptions could also in-
clude unique properties like “the shape [...] the material it’s made
of” (P20). For instance, assessment descriptors could convey the
presence of a particular logo like “Amazon box” (P23) or that even
if it is “something that has text on it” (P24). Rather than designing
privacy features that prompt blind users to identify specific objects
of interest and then generate assessment descriptors to validate
detection, participants suggested that privacy tools should name
the objects and offer options to highlight unique attributes.
However, this approach would not necessarily solve the inaccu-
racy issues discussed in 4.1.1, especially given how object recogni-
tion techniques performs poorly on images taken by blind people
[53, 77] and for non-Western objects [7, 37]. As P24 pointed out,
“of course, you have to hope that you’re not getting any erroneous in-
formation.” For that reason, some participants thought OCR could
be helpful in objects that contain text. P9 said, “if I start hearing
something about microwave [...] that would give me confirmation that
what it’s looking at is what it’s gonna select.” P22 agreed, noting that
they would use OCR to look for keywords. They elaborated, “like
prepare oven door, things of that nature [...] Then, I'll know I am in
cooking directions. But if you tell me like saffron, I get a feeling I'm in
the wrong area.” Nevertheless, OCR also has it limits and “blurts out
garbage and you’re just trying to piece it together” (P22) when the
packaging has complex designs such as “it’s written in something
fancy or like if it’s inside a graphic” (P8). One participant raised con-
cerns about false positives during a high-risk and privacy-sensitive
case of trying to obfuscate social security numbers. P19 shared,
“there could be numbers that have the same format as a social security
number. Maybe a date of birth that is misprinted, or maybe the OCR
is trying to pick up on some kind of certificate number.” Accordingly,
earlier during the interview, P19 suggested that OCR should ac-
company image quality indicators to verify output and retake the
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photo if it is blurry. Specifically, P19% said, ‘T can just picture the
little robot voice: ‘Here’s the text, but I'm not sure. You might want
to double check. You might want to take the picture again.”” Overall,
participants anticipated the benefits of OCR to aid in accessible
error detection yet noted the need to incorporate quality notices.

4.2.2 Describe the Entire Scope. Instead of providing assessment
descriptors for one object of interest, some participants suggested
describing multiple objects within the environment to assess quality.
In essence, participants speculated that if assessment descriptors
would include more than the specific object, they could validate
accuracy based on their familiarity with a space. For instance, P20
explained, “let’s say we are looking at a bunch of different things in
the kitchen [...]. So the [focus mode] can tell me: ‘The camera sees,
you know, this, this and that, which one you wanna focus on?”” If
assessment descriptors included numerous objects in P20’s kitchen,
a space they already know, it would give P20 “more assurance” as
they could examine what privacy tools were able to recognize and
what it might fail to capture.

Additionally, providing an overview of the space could prevent
accidental disclosure of private content, a key concern identified
by blind users in prior research [99]. P10 explained, “sometimes we
forget that we put things there just because. You know, when you don’t
see it, you forget [...] Out of sight, out of mind.” For instance, P4 said
“T took this nice picture, and I sent it to my friend. Later, I realized that
it also captured the sanitary pads which I didn’t want it to include
in the picture.” Thus, expanding assessment descriptors beyond
one specific object of interest could help participants find potential
privacy leaks, and apply obfuscation or remove private elements
from the space. Some participants noted the opportunity to include
“an warning kind of thing like ‘heads up like all this sensitive informa-
tion.”” (P7). However, a few participants complicated this approach
of nudging for sensitive content. Corroborating past research [6],
participants echoed that privacy is “really subjective” (P25%), and
some questioned the benefits of receiving constant privacy notices.
Counterintuitively, P23 explained that privacy tools could decrease
user control. They said, “what it’s doing is taking away the power of
choice. It is deciding for you what the item is based on your keyword
criteria. And as blind folks, we get our autonomy taken away rather
often. And that’s a turn off.” Similarly, P3 added:

“There’s an element, whether we intended it to be so or
not, of censorship [...] if you start like cueing people, for
example, there’s potentially some personal information,
you’re almost inducing or like pushing the user to hide
that or to react in some way. [...] Maybe you have medi-
cation and you need to know the dosage and how much
to take because this is the first time and you didn’t get
to talk to the pharmacist. So you need that information,
right?”

In sum, participants discussed the value of including several
objects in the users’ environment, not just the object of interest. By
referencing the detected objects in the space with their knowledge
of their surroundings, some participants anticipated that it might
prevent unknown privacy leaks. Yet, there are drawbacks to this
approach as there is not a universal definition of sensitive content,
and it could overly influence users to make certain decisions that
they otherwise would not have preferred.
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4.2.3  What Could Descriptors Sound & Feel Like? The assessment
descriptors we explored were presented verbally, and some partici-
pants proposed other sensory experiences. Reflecting on interaction
techniques in VAT, some participants enjoyed the haptic features
of some VAT applications. For instance, P9 valued that OneStep
Reader* uses haptics to guide blind users in taking accurate images.
They said, “when [the camera is] maybe tilted more to the right, I
think it like vibrates more to the right, and then If I tilt it more cen-
tered, I could feel a vibration depending on which way it’s aligned.”
However, understanding haptic feedback requires a learning curve.
P6 explained, “not everyone understands haptic; I still barely under-
stand haptic.” Because there is an endless array of haptic cues that
users need to interpret, P24 advocated for including blind people
throughout the design process. They explained, “a blind person who
understands a little bit about the idea of haptics needs to at least be on
the research and development team [...] we need to be involved in the
actual research and development, not in the testing afterwards” (P24).
Some participants brought up the hardware limitations of haptic
feedback. P20 elaborated, “maybe if I have a huge Braille display
type of thing [...] But I mean those are rare and expensive. So not a
lot of people will have those.” In another focus group, P23 argued
that haptic feedback may be more fitting for a wearable (e.g., Apple
Watch) rather than a mobile phone. They asserted, “getting like
haptic feedback when it determines where your hand is located and
it recognizes the item. That would be delightful on an Apple Watch
or on a comparable device. But on a phone that’s not going to do it.”
Haptic feedback may improve assessment descriptors but could be
cognitively demanding and technically challenging.

Some participants discussed the opportunity to incorporate audio
tones. Similar to how some screen readers (e.g., Jaws) include audio
schemes to distinguish between various web elements [93], P10
wondered if assessment descriptors could include “like they would
like on Jaws: when it’s a capitalized matter, or something has a higher
pitch.” P17 * provided an example of a potential use case and how
audio tones could be beneficial. They elaborated, “say you’re in the
bathroom, you drop the bra on the floor, you don’t know where it’s at,
you're trying to feel for it, but don’t want [VAT] to know you’re in the
bathroom looking for a bra on the floor. It might just zero in general
areas where it will block out the toilet, block out the sink, block out
the tub area, it will just show the floor and then it will guide you to
where it’s at. If it’s to the left of you, it might be a high pit beep, beep,
beep, beep to the left to go to the left. [...] Something creative to that
point” (P17%). However, like haptic feedback, audio tones require a
learning curve. P20 explained, “there are these audiographing apps.
So you hear the graph. But it takes a while to get used to it, like. Oh,
the X-Y access is starting from here. After a while you get it, but still.
Not perfect. And it’s a long process to get used to it.”

4.3 The Missing Pieces: What Assessment
Descriptors Still Need

The previous sections analyzed the types of assessment descriptors

that (mis)align with blind users’ process of detecting errors. In this

section, we detail broader considerations to support the design

of assessment descriptors and privacy technologies. Specifically,

participants emphasized the need to offer customization, provide

4OneStep Reader is an Al-enabled VAT [11, 54].
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in-depth explanations on how Al-enabled privacy tools are created,
and facilitate support and training sessions.

4.3.1 Customizing Descriptors Type, and Depth. While participants
suggested some assessment descriptors in section 4.2, a universal
approach remains elusive since assessment descriptors are ‘contex-
tual” (P22) and “not all blind people are the same” (P23). Reflecting
on their experience using Al-enabled VAT, participants shared that
“these apps already do a pretty good job of identifying things, but
getting the additional information is where they fall short” (P8). P4
elaborated that Seeing Al, an Al-enabled VAT, “just added that fea-
ture [...] there is a more information button” to receive additional
insights. Similarly, some participants wanted to gain more in-depth
assessment descriptors. As P2 noted:

“I'm having a mental block of trusting it enough to
say that it can tell me what the item is. And that’s
why I think I would prefer to know that extraneous
information probably after if I needed it [...] if you had
a button that wouldn’t tell you it initially, but you could
press and it’s almost like more information about the
product.”

Having the choice to receive more detailed assessment descrip-
tors enables participants to “find the right balance of cognitive load”
(P7), especially given the dynamic nature of using visual assistance
technologies (VAT) [6]. Additionally, allowing users to customize
the depth and type of assessment descriptors before use could be
beneficial. P6 argued, “when you're actually activating the focus
mode [privacy features]. It would have those options before you start
it. Like this is how much information I want, this is what I'm looking
for, all that in the menu, and then you hit did start or whatever.” A
few participants imagined playing a more engaged role in shaping
assessment descriptors based on their needs. For example, P9 said
“[1] could like train [privacy features] so in my office I only want [it]
to see these items.” Accordingly, participants envisioned a fluid ap-
proach to descriptors where they would change according to the
context and content. In essence, “visual interpretation is so subjective”
(P24), participants stressed the diversity in blind communities and
advocated for options to customize the level of details.

4.3.2  Incorporating Data Transparency. Assessment descriptors are
a small part of detecting errors in Al-enabled privacy tools. Before
evaluating a specific output of obfuscation, participants wanted
to understand the structural components of these techniques as a
way to cultivate trust or engage in critical refusal [48]. In particular,
they wanted to understand how privacy features process and col-
lect data. P2¥ shared with us a hypothetical scenario of wanting to
obfuscate a condom packet, noting that they would like answers to
the following questions: “how does it know to code this information?
How does it read the brand without necessarily getting sidetracked by
the plastic thing of that product?” Participants also wanted to where
data processing occurs, whether locally (on-device) or externally. P8
explained, “it’s getting processed locally on my phone or computer?”
Similarly, P3 added “how much of the information is being saved
or used for other reasons because these things don’t just happen out
of a vacuum, right?” Furthermore, participants wanted to know
what types of data are used to train Al-enabled privacy tools. P22
elaborated that obfuscation developers should answer questions,
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such as “how much do you trust your data at what level and where
your sources are from?” Similarly, P7¥ said, “if I knew that something
was three-quarters powered by Twitter and one-quarter powered by
Wikipedia I would probably trust it a lot less than something that
was maybe three-quarters Wikipedia and one-quarter Twitter.” In-
stead of focusing on assessing particular outputs (what tools like
assessment descriptors and confidence scores aim to support), par-
ticipants desired a more holistic view of obfuscation and posed
several questions that would inform their (non-)use of obfuscation.
During focus groups and interviews, participants further de-
bated what meaningful transparency in obfuscation could entail.
They expressed differing opinions on the value of detailing the
edge cases of Al-enabled privacy tools. Some participants wanted
to understand the instances where privacy technologies may fail
given that “under all these other adverse conditions, including bad
weather, the performance might be nil or anything between” (P22%).
P8 said, “what are the limitations of the focus and background op-
tions?” They wanted concrete and specific types of failure cases. For
example, p18¥ posed the following question: “when we have people
like the stupid guy from Twitter [Elon Musk] who named his child
with a symbol. Does our Al know that it’s a name?” In essence, some
participants were interested in examples of errors in Al-enabled
privacy tools. However, others did not trust that developers would
provide detailed information on the limitations of emerging privacy
features. As P22 ¥ explained, “you’re not gonna get that honesty out
of a company. [In my experience,] there is no way that I would put
in writing any limitations of my product that weren’t mandated.”
Drawing from their experience with disclaimers in Al-enabled VAT,
such as “Seeing AI when they come up with a new thing, it tells you
a little bit about like ‘please use with caution this is an experimental
feature’” (P19), some participants did not find generic information
about inaccurate use cases helpful. For instance, while Seeing Al
indicates that certain features are under development by noting that
they are a “preview” [62], some participants did not know what this
meant and how preview or experimental features related to accu-
racy. When asked what they thought “preview” indicated, P5¥ said,
“I never figured out what to do with that. I just flick up or down until
I get back to it, and then it doesn’t say preview anymore.” In con-
trast, others noted that it meant “basically in beta” (P9) but were
unsure about specific limitations. Ultimately, current disclaimers
and notices about inaccuracy may be perceived as “more of a cover
your butt kind of thing” (P3). Participants also noted that users do
not read these disclaimers, and they are often placed in Terms &
Conditions. P3 added, “who actually reads that? [...] it’s almost like
one of those situations where it doesn’t matter if you do or not.”
Even outside of errors and disclaimers, some participants pointed
out general transparency issues with VAT. Notably, participants
mentioned the incident where Be My Al would not process visual
content with faces. P1¥ shared with us, ‘Tt was actually rejecting
any images that had people at all even if it was a magazine or a poster
on the wall.” Users were not notified about these guard rails until
much later in a public blog [13]. For paid VAT apps, such as Aira,
participants noted that they increased prices without consulting
the community. P5% explained, “essentially the blind community
blew up the Aira phone line because they said, ‘for you guys to get the
new pricing you have to call Customer Care.” So, everyone would call
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customer care and no one could get through.” These practices, in ad-
dition to several privacy violations participants raised in our study
and prior work [6, 97, 98], led some participants to distrust VAT. As
P14 asserted, “we are so vulnerable; we are taken advantage because
our disability.” In relation to developing privacy technologies, one
participant speculated about the benefits of designing Al-enabled
privacy tools outside of VAT, rather than a feature within VAT.
Specifically, P7 noted, “this would be working as a go-between or a
kind of filter layer. Before you engage in something like Seeing AI
or whatever. It is used to narrow focus on what your camera had in
its scope prior to launching an app that would be sending stuff to
the web.” Having Al-enabled privacy techniques separated from
VAT applications enables blind users to overcome the challenges
of trusting VAT to be accountable and transparent. P7 elaborated,
“I'm not really interested in the politics of who’s Al security I want to
trust more as much as I am interested in the conversation of how can
the data I don’t want to be sharing with the cloud [be safeguarded].”

4.3.3  Providing Training Materials & Human Support. Participants
anticipated the benefits of receiving and developing training ma-
terials on how to use privacy features. In line with prior work on
the challenges of non-visual camera aiming [7, 64, 71], some par-
ticipants suggested incorporating camera guidance when building
accessible obfuscation. For instance, P3 noted the value of “instruc-
tions on how to put something in focus mode [...] Like, in Seeing Al
where you have a document, it’ll say hold steady when it’s got it, but
if it says like left edge not visible. I'm being cued to then move to
the left more.” In addition to advice on camera aiming, participants
wanted to know tips and tricks on optimizing these emerging pri-
vacy features. P8 said, “if we're going to start relying more on Al
then we also need to learn how to interact with it.” P20 imagined
creating and maintaining a community online forum where blind
users would document their experiences using privacy features.
They elaborated, “[if a blind user] wants to use [privacy tools] for
this, they can go there [online forum] and check out if it works for that
scenario from other people’s experiences before they even try, because
if it something very serious and important they may want to know
beforehand if it works or not. ”

Training is especially important for blind people who are born
blind and may not have an understanding of visual concepts like
focal points or backgrounds. P7 explained, “blind consumers is a
very wide range of pre-existing knowledge bases, whether it comes to
technology, whether it comes to visual concepts, so ensuring that there
are sets of information for users who have a very limited conceptual or
technical background to understand the basics.” P16 added that there
is an opportunity to have blind individuals create these training
materials for their community “because they can explain it in a way
that other blind folks can understand.” Indeed, blind people already
have community support to help each other with technology. For
instance, P10% said, “in the blind communities, we talk about all the
stuff we use. We share what app is better to use than some, and then
some people give you certain tips.” Some of our participants indicated
that they create technical resources for the community. P18¥ shared
with us, ‘T do teach people how to use Seeing AL” P3 added, “T’ve
worked with folks on how to use these apps, and we’ve always taught
them how many you want it so many inches from the camera. Because
if it’s right, if the counter is right on the object or right on the text
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you’re not going to get all of the text.” In sum, participants advocated
taking a community-centered approach when developing training
materials for using privacy tools.

However, participants recognized that training materials were
not enough, and some wanted the option to receive support from
VAT in cases where they were willing to share their data. P7 ex-
plained that data could be optionally stored “on device and not on the
cloud, but on device or somehow otherwise encrypted. Every session
where both the original photo and the resulting photo are available
to the user to use for reporting.” They imagined that a “live chat
feature would be the best feature” (P10). Participants were particu-
larly against chatbots and preferred human support. P6 explained,
“the human element is being taken out so quickly [...] [chatbots] all
depends on the wording and they’re going through an algorithm of
typical responses from frequently asked questions. But you may have
a question that does not quantify within the parameters of what is al-
ready installed within the chatbot’s algorithm.” Chatbots, especially
role-based chatbots, are only able to respond to a limited set of
questions and requests. Participants predicted that chatbots would
likely fail to support privacy features. Even Al-based chatbots have
their faults, which could include harmful bias. P23 explained, ‘T
actually had a conversation with ChatGPT [...] AI does some really
nasty stereotyping of blind individuals and what they can and cannot
do. I don’t want my technology support to be solely based on AL”
Ultimately, participants desired a “a human who can stop and think
about what I'm saying and really show that they are understanding
by actively listening, by taking down the information and then by
clearly communicating” (P9). Taken together, these findings indi-
cate enthusiasm for co-creating tutorials on using privacy tools and
providing support for errors.

5 Discussion

Our findings revealed the possibilities and limitations of using
assessment descriptors to support non-visual error detection in
obfuscation. We found that some assessment descriptors, such as
distance, color, and dimension, are insufficient. Alternatively, par-
ticipants discussed assessment descriptors that name the object and
its unique aspects, describe surrounding objects, and incorporate
multimodal techniques. Beyond specific assessment descriptors,
participants emphasized the need for customizable tools, greater
transparency around how Al-enabled privacy systems are devel-
oped, and access to training and support when errors occur.

In this section, we build from our findings to inform two do-
mains: (1) accessible verification of Al tools and (2) emerging pri-
vacy techniques. Particularly, we examine how sighted bias shaped
the framing of certain assessment descriptors. Then, we situate
participants’ preferred assessment descriptors within the existing
literature on visual description. We also illustrate opportunities to
improve obfuscation by developing support avenues and balancing
the tensions of privacy alerts. Finally, we offer directions to improve
assessment descriptors, obfuscation, and VAT moving forward.

5.1 Accessible AI Verification

Our analysis offers insights and design directions for accessible Al
verification (i.e., assessing Al output). While Al technologies are
rapidly deployed for visual accessibility, supporting blind people
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in finding instances of errors is overlooked in existing literature
[1, 7, 50, 74]. Particularly, prior work identified that blind people
perceived that Al-enabled privacy techniques are not only prone to
error, but also lack accessible means of detecting errors [6, 97, 118].
To examine and design for verification, we explored audio probes
of assessment descriptors with blind participants. Drawing from
our findings, we highlight three key takeaways to inform the future
of accessible Al verification. Particularly, we reflect on how sighted
bias influences the design of some assessment descriptors, and
compare assessment descriptors with existing visual description
standards.

5.1.1 Challenging Sighted-Centric Assessment Descriptors. Assess-
ment descriptors that we initially introduced are, as P23 eloquently
described, “sighted-centric” (refer to 4.1.4). Reflecting on our po-
sition as sighted researchers and this study’s findings, we won-
dered: What makes describing visual properties sighted-centric, and
how can we push back against sighted norms? In general, sighted-
centered design is a set of technologies and practices that privilege
sighted sensemaking and marginalize blind and non-visual ways
to relate to the world [92, 103]. To further understand how sighted
sensibilities are centered in our articulation of assessment descrip-
tors, we situate our findings in disability studies and accessibility
scholarship. In particular, we identified two cases of sighted bias:
(1) using visual-centric terminology and (2) limiting assessment
descriptors to one modality.

First, spatial (i.e., related to sizes or distance) and color-
based assessment descriptors rely on sighted language. In
general, creating technologies to enable blind people to navigate
indoor and outdoor settings has long been a topic of interest in ac-
cessibility and Al research (e.g., [40, 83, 87]). Yet, the sighted norms
that permeate describing directions are rarely questioned [106, 112].
In particular, Siegfried Saerberg, disability studies scholar, argues
that providing directions is not objective and is shaped by various
subjectivities [92]. Saerberg [2010] writes, “[sighted people] for-
get that ‘straight ahead’ is not self-explanatory. Very few sighted
persons are able to move beyond such assumptions” [92]. For in-
stance, using a ruler to measure a book and stating its dimensions
might seem like a purely factual task. However, disability studies
scholars and philosophers argue that space is not fixed but contin-
uously negotiated and reshaped. Most related to work, Vincenzi
et al. [2021] describe the rupture and repairs of sighted and blind
pairs, such as when sighted guides suddenly leave or fail to com-
municate directions [106]. In our study, participants detailed how
spatial assessment descriptors lack enough details to validate pri-
vacy tools, noting how distance and dimensions are vague and
relative (i.e., based on how far the user positions their camera).
To reframe sighted language, participants in our study provided
suggestions for more accessible ways of communicating spatial
assessment descriptors, including specifying what the dimensions
refer to (i.e., the object of interest or scope of obfuscation) and
incorporating reference points of interest. Additionally, color-based
assessment descriptors reproduce a sighted worldview that homoge-
nizes blindness. As noted in 4.1.4, participants who were born blind
did not find some assessment descriptors, such as color, memorable,
reducing any potential utility to cross-check obfuscation.
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Second, our conceptualization of assessment descriptors be-
gan with one modality: verbal descriptions. However, partici-
pants discussed the benefits of incorporating haptics and au-
dio tones. While on the surface, designing assessment descriptors
to be verbally described may not appear sighted-centric. Neverthe-
less, it does reflect a lack of lived experience with visual access. Rod
Michalko, disability studies scholar, describes the start of acquiring
a visual disability as “inescapable epistemic contingency,” denoting
ongoing negotiation [81]. Blind epistemology (ways of knowing) is
fluid and relational, shaped by objects, environments, memories,
and other people [17, 90, 111]. In contrast, sighted epistemology
is dependent on vision [92], a sensory stressed from a young age
(e.g., “watch out” and “look both ways”) [103]. In 4.1.3, participants
shared how using VAT, especially when it involves remote-sighted
volunteers or crowd workers, can be mentally demanding. They also
highlighted how assessment descriptors can contribute to cognitive
overload. Similarly, blind participants in Alharbi et al. [2022]’s study
noted that obfuscation (without assessment descriptors) is already
cognitively taxing [6]. Subverting a sighted-centric emphasis on
singular modalities, designing for accessible Al verification may en-
tail moving beyond verbal cues. Our findings suggest the potential
for taking a multimodal approach, incorporating audio tones and
haptic feedback to negotiate obfuscation errors. However, our par-
ticipants acknowledged the complexities of this design space, from
infinite audio tones and hardware limitations to a steep learning
curve. There is an interesting opportunity for future work to draw
from our study and past work [6, 65] to explore the possibilities
and pitfalls of using multimodal approaches to verifying Al outputs,
particularly in privacy-preserving techniques such as obfuscation.

Overall, framing assessment descriptors and, more broadly, de-
scribing visual elements is a value-laden activity. If done incorrectly,
it could be reflective of sighted preferences. Bennett et al. [2020]
introduced the concept of “non-innocent authorizing of care” to
explain how sighted people hold the authority to describe visual
elements, choosing what to emphasize and what to leave out [20].
Designing visual descriptions, including in high-risk cases like
validating privacy techniques, is entrenched in power dynamics.
Reflecting on our study, the assessment descriptors we introduced
in our audio probes center around sighted sensibilities, privileging
distance, color, and dimensions, disconnected from how blind peo-
ple identify objects and find Al errors. While we aimed to introduce
these assessment descriptors to inspire discussion, including the
refusal of such assessment descriptors, we acknowledge the harm
in reproducing sighted norms, and we are grateful that participants
actively challenged us.

Taking a broader view, we argue that the field of accessibility
must collectively examine and work to dismantle sighted bias and
centrism. Within visual accessibility scholarship, there is a growing
interest in the subjectivity of visual description [18, 31, 106], in-
cluding investigations into why crowd workers produce conflicting
descriptions [23] and creating visual description standards with
blind users [96]. Beyond these individual-level analyses, researchers
also focused on structural dynamics, particularly the power differ-
entials between researchers and community members [20, 113, 114].
For example, Williams et al. [2023] critiqued the disengaged and
interventionist tendencies of HCI and assistive technology research,
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advocating instead for a “counterventions” approach that empha-
sizes self-critique and participant agency [113]. Reflecting on our
work, we recognize that early formative studies may have helped
identify sighted-centric framings and allowed for course correc-
tion. Still, we hope our analysis offers valuable lessons for future
research. Moving forward, there is great promise in developing
methods and toolkits that enable researchers to interrogate their
research questions and methodologies reflexively. We are encour-
aged by, and eager to contribute to, the emerging conversations in
this space [78, 100].

5.1.2  Assessment Descriptors and (Dis)Connections with Image De-
scription. While participants were critical of the assessment de-
scriptors shared in focus groups, they did suggest more accessible
assessment descriptors. Participants’ assessment preferences can
be traced within the broader discourse on alternative text (alt text).
In some ways, our participants’ preferences for framing assess-
ment descriptors align with existing standards for writing alt text
[85, 91, 96, 108]. For instance, in 4.2.1, participants valued object
recognition approaches that directly named the object of interest
(e.g., microwavable meal) and coupled with OCR if the text is avail-
able. Similarly, Stang] et al. [2020] studied blind people’s preferences
for image visual description [96]. In describing images containing
objects, they found that blind people wanted to know texts, names,
materials, colors, and logos/symbols. Likewise, our study partici-
pants wanted assessment descriptors to include distinct features
of an object of interest. Nevertheless, participants’ views of mean-
ingful assessment descriptors sometimes diverge from existing alt
text guidelines. As previously noted, color was the least desirable
assessment descriptor in our focus groups, whereas including in-
formation about colors could be particularly useful when visually
describing fashionable outfits [31] or makeup palettes [72]. Spatial
assessment descriptors were also heavily critiqued. However, when
writing alt text for data visualizations, describing the dimensions of
different regions in a graph and how they compare could be useful
to blind users [107]. In essence, assessment descriptors are a type
of visual description. While we understand how to generally write
alternative text in different domains, describing content as a way to
enable blind people to refute or accept Al is largely understudied.

Assessment descriptors are a type of visual description, but they
differ from the original task blind people intended to use VAT
for (e.g., object identification). The designers of obfuscation tools
should differentiate between these various interactions. For in-
stance, if a blind user wants to use VAT to read mail and enable
obfuscation with assessment descriptors, the original VAT task is
reading mail. Considering the close resemblance and constant ne-
gotiation between these visual tasks, participants’ first reaction
was to perceive assessment descriptors as part of the original vi-
sual task. For example, when we played the audio probe for focus
mode, some participants were confused about how or why dimen-
sions would help the hypothetical user read cooking instructions
(refer to 4.1.2). Accordingly, participants found some assessment
descriptors repetitive and disrespectful since they already knew
this information. Future work should develop and study user experi-
ence (UX) writing that distinguishes between visual information for
the original visual tasks and assessment descriptors. One potential
direction could be explicitly framing assessment as a question and
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highlighting the privacy-enhancing action. For example, develop-
ers could explore the following language: “this appears to be an
object with [assessment descriptor(s)]. Is this what you would like
to [spotlight/obscure]?”

5.2 Emerging Privacy Tools in VAT:

Building on our findings, we emphasize the importance of enabling
blind people to use obfuscation, and balancing the harms and ben-
efits when notifying blind users of potential private content in
obfuscation techniques.

5.2.1 Supporting Blind People to Obfuscate Content. In 4.3.3, partic-
ipants voiced the need to co-create instructions on using Al-enabled
privacy tools like obfuscation with blind users. Our finding differs
from a prior study that found that most of their blind participants
could use an obfuscation prototype easily without formal training
[118]. The difference between our study and past research could be
attributed to the nature of the visual content examined. Previous
research that reported ease of use investigated how blind users
would apply obfuscation on mostly researcher-provided static im-
ages [118]. In contrast, our study focuses on VAT, which involves
blind users taking static images or videos. Building and extending
our analysis, future work could construct teaching scenarios that
involve different objects (e.g., objects, paper documents, or photos)
and environments (e.g., home or workplace) in collaboration with
blind communities. Notably, such learning content should respond
to diverse technical experiences and visual disabilities. For instance,
tutorials may include a hands-on introduction to visual concepts
like obfuscation, blurring/blocking, background, and foreground.

In addition to training materials, participants discussed the value
of receiving human support during obfuscation errors. Extending
prior work that advocated for safety mechanisms [6], participants
wanted the option to share data and receive human support. They
strongly reject automated approaches to support, such as rule-
based or Al-powered chatbots, citing concerns of bias and lack of
nuanced understanding of accessibility. Instead, participants advo-
cated incorporating human support to relay feedback or concerns
to development teams. Nevertheless, including human-based sup-
port to detect and resolve obfuscation could introduce additional
privacy violations. Accordingly, support employees must be subject
to confidentiality agreements, and support sessions should not be
recorded or securely stored.

5.2.2  Understanding the Tensions of Privacy Alerts. In our study
and prior work [6, 97], blind people identified that a key limitation
of obfuscation techniques is the requirement to know of private
content first. Blind people need to be aware of the presence of
private content within an image or video, to then use obfuscation
techniques. This could be difficult or unrealistic since blind peo-
ple may accidentally or unknowingly capture private content [99].
Accordingly, some participants in our study highlighted the impor-
tance of alerting blind users to potential private disclosures as a way
to prompt the employment of obfuscation tools. However, a few
participants pointed out the potential harms of nudging blind peo-
ple to use obfuscation and redact suggested private content, raising
concerns over the pressure of obfuscating objects that are not re-
garded as private to the user. Particularly, P3 described these types
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of nudges as coercive (refer to 4.2.2). Similarly, in prior work by Al-
harbi et al. [2022], many of their participants objected to automatic
obfuscation decisions and characterized alerts to obfuscate content
as intrusive [6]. Broadly, HCI scholarship has critiqued nudges for
being potentially manipulative and lacking transparency [33, 109].
Our finding resurfaces and underscores the need to balance the
utility of privacy alerts with blind people’s sense of agency and
control over obfuscation techniques. Particularly, future research
could further explore what it might mean to notify blind people of
potential private content while preserving blind people’s right to
obfuscate or not. Specifically, an upcoming study may investigate
if and how reflective privacy alerts that induce “friction” [35, 80],
allowing users to pause and think rather than immediately prescrib-
ing obfuscation, could balance the tensions and opportunities of
obfuscation nudges.

5.3 Design & Research Directions:

This section offers takeaways and directions for future research
and VAT. Particularly, upcoming work may explore the possibilities
of co-creating a typology of assessment descriptors, incorporat-
ing Visual Language Models into assessment descriptors, building
community-centered tutorials on how to use obfuscation, and sup-
porting transparency in obfuscation and VAT.

5.3.1 Co-Developing a Typology of Assessment Descriptors. As dis-
cussed in 5.1.1, the assessment descriptors we explored in this paper
are influenced by our sighted bias. When developing techniques for
validating Al results, upcoming work could audit for sighted-centric
language and engage with blind communities, particularly varying
the range of visual memories, to develop more accessible assess-
ment descriptors. Specifically, by drawing parallels from existing
literature and our findings, future work could explore creating a
typology of desired assessment descriptors with blind communities.
For instance, using datasets of content perceived as private by blind
people [4, 6, 52, 99], upcoming research may co-produce assessment
descriptors for different objects with blind communities.

5.3.2  Navigating the Dual Edge of Visual Language Models. Partici-
pants argued that the presented assessment descriptors are rigid and
vague, limiting their potential to support error detection. With the
recent advancements in Visual Language Models (VLMs) [73, 117],
future work could enhance assessment descriptors with VLMs and
examine the effects of contextually rich and customizable assess-
ment descriptors. However, unlike on-device lightweight models,
VLMs require off-device processing, which entails privacy and se-
curity risks [36, 70]. Furthermore, prior work has described Large
Language Models, a component of VLMs [73], as “bullshit machines”
[57] or “stochastic parrots” [16] to highlight how they are designed
to emulate confidence rather than provide factual information. Ac-
cordingly, this limits the promise of VLMs in assessment descriptors.
Upcoming work seeking to investigate VLMs in assessment descrip-
tors, or Al verification more broadly, should consider and mitigate
accuracy and privacy dimensions.

5.3.3 Establishing Systematic Transparency in Obfuscation as a
Precursor to Verification. Prior work, including our own, has fo-
cused on adding additional information, such as the visual descrip-
tions or confidence ratings, to support blind users in validating
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Al [5, 59, 60, 74]. That said, our results highlight the importance
of adopting a broader perspective, informing users of the inner
workings of Al technologies. Departing from assessment descrip-
tors, participants offered suggestions to increase transparency of
Al-enabled privacy features and VAT. Particularly in 4.3.2, par-
ticipants expressed a desire to (1) understand how obfuscation
systems are designed, (2) learn about how Al systems are trained,
and (3) identify scenarios where obfuscation might not catch or
conceal private information. The vast majority of prior work on
Al transparency has focused on engineers and data scientists (e.g.,
[41, 49, 66], with comparatively little attention given to user experi-
ences [22, 104] and even less to accessibility contexts [1, 7, 74]. Our
findings lay the groundwork for further exploration in this area.
Building on these insights, subsequent work could focus on co-
developing obfuscation transparency guides in collaboration with
blind communities, exploring strategies for clearly communicating
Al limitations, and using language that balances technical accuracy
with varied levels of digital and informational literacy. Nevertheless,
some participants were hesitant to trust obfuscation transparency
guides. Certain transparency efforts can sometimes serve as a form
of “ethics-washing,” creating the illusion of high ethical standards
while the actual practices do not reflect such principles [24, 115].
In the next direction, we will explain why participants are critical
of the transparency guides and articulate steps toward meaningful
transparency.

5.3.4 Improving Transparency in VAT & Building Obfuscation Tools
Outside of VAT. Some participants reasoned that they are reluctant
to trust transparency guides for obfuscation because a couple of key
VAT have opaque practices when communicating Al output and
changing pricing policies. For instance, as shared in 4.3.2, Seeing
Al described experimental features with the confusing label of “Pre-
view.” Practically, VAT could indicate features under development
using a more explicit title, such as “undergoing testing and improve-
ment” or “experimental.” VAT may go further by articulating why
this feature is still under construction and providing cases where
it could produce inaccurate results. Further, because participants’
apprehension of obfuscation stemmed from a lack of transparency
in VAT, P7 (in 4.3.2) suggested creating privacy tools outside of
VAT instead of incorporating them as a feature within VAT. Hav-
ing decentralized privacy techniques that are disconnected from a
particular visual assistance technology enables blind users to avoid
debating which VAT they trust more to create reliable obfuscation
features. This contrasts with our (and prior research [6, 97]) con-
ceptualization of obfuscation techniques as a feature within VAT.
Future research should explore the various workflows of having
separate privacy techniques outside VAT compared to embedding
them within VAT.

6 Limitations

We conducted a qualitative study to gather in-depth insights with-
out introducing a technology prototype that could limit participants’
imaginations [38, 82]. However, we were only able to capture par-
ticipants’ anticipated use. Extending our findings, future research
can build obfuscation techniques with assessment descriptors and
study blind people’s perspectives. Furthermore, the majority of our
participants are totally blind. Exploring the experience of people
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with diverse visual disabilities may reveal additional considerations.
Additionally, our participants did not comment on having addi-
tional disabilities. Future work could engage with multiply disabled
blind groups to understand their perspectives on obfuscation and
assessment descriptors. Finally, all our participants are located in
the United States. While our findings may be applicable in other
contexts, upcoming research can investigate the potential benefits
and drawbacks of assessment descriptors in regions beyond the
United States.

7 Conclusion

This study explored how to design for accessible error detection
in emerging Al-enabled privacy techniques (obfuscation) in VAT.
Particularly, we examined the potential benefits and drawbacks
of assessment descriptors. Through interviews and focus groups,
we found that vague and highly visual assessment descriptors,
specifically an object’s color, dimensions, and distance from the
user, are insufficient in supporting blind people in detecting errors.
Alternatively, participants shared other assessment descriptors that
better represent how blind people make sense of errors, such as
describing multiple objects within a familiar space. Furthermore,
participants pointed out that assessment descriptors are a small
part of negotiating trust, advocating for transparency on how Al-
enabled privacy techniques are created, and co-creating training
materials for how to use obfuscation. These findings suggest a
need to challenge (sighted) designers’ and researchers’ underlying
assumptions when developing assessment descriptors and rethink
emerging Al-enabled techniques more holistically, considering how
to develop community-centered onboarding materials and establish
support during obfuscation errors.
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A Describing Focus and Background Modes to
Participants During Interviews and Focus
Groups

To describe focus mode, we provided the following definition and
example:

Imagine that [a VAT that the participants use fre-
quently] added a new feature that aims to preserve
your privacy. It is called "focus mode," highlighting a
specific object you’re interested in, while a blur filter
would hide everything else. For example, say you are
standing in the kitchen and want to use [VAT] to find
out your milk’s expiration date. If you use focus mode,
the camera will only show milk, and anything else,
like your kitchen counters, will be blurred and not be
shown.

We defined background mode as:

Option two is called “background mode,” which hides
specific elements you decided on beforehand. For ex-
ample, you may choose pill bottles as private content
and turn on the background mode feature. This would
detect if there is a pill bottle in the background, and it
would blur or hide it while showing everything else.

The examples following background and focus modes were in-
spired by cases presented in prior research [6]. However, we asked
participants to share with us other examples that are relevant to
their everyday use of VAT.

B Interview Questions

NOTE: We followed a semi-structured approach. The questions
we listed in this section are merely guidelines. In the interviews,
we refined these questions and asked follow-up questions. This is
also a segment of our full interview protocol that is relevant to this
paper.

After describing focus mode (refer to Appendix A), we asked
participants:

B.1 Focus Mode Thoughts & Reactions

e What do you think of the focus mode feature?

e When would you use this focus mode feature? Why?

e When would you NOT use this focus mode feature? Why?

e What are some benefits that you might gain from using this
focus mode feature? (probe: ask participants to also think
about societal benefits or benefits to the blind community at
large).

e What are some of the harms or risks associated with this
hypothetical feature? (probe: ask participants to also think
about societal risks or risks to the blind community at large).

B.2 Understanding Focus Mode

o Generally, how would you imagine assessing the quality of
this focus mode feature?
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e Would your process of evaluating the quality of the focus
mode feature differ from how you assess the quality of VAT
in general?

e How would you like to know if the focus mode is not working
as expected?

e How would you like to know if the focus mode is working
correctly without any errors?

e Do you think there might be potential risks associated with
[insert participant suggestions]?

e How do you imagine VAT could address or decrease this
risk?

e How would you imagine this to work differently if you were
using a human-enabled VAT? (probe: assessing quality, ben-
efits, harms, and risks)

After describing background mode (refer to Appendix A) we
asked participants:

B.3 Background Mode Thoughts & Reactions

e What do you think of the background mode?

e What are some benefits that you might gain from using this
mode? (probe: ask participants to also think about societal
benefits or benefits to the blind community at large).

e What are some of the harms or risks associated with this
hypothetical feature? (probe: ask participants to also think
about societal risks or risks to blind community at large).

e Beyond the pill bottle example I gave, when would you use
this feature? Why?

e When would you NOT use this background mode feature?
why?

B.4 Understanding Background Mode

o In previous sections of this interview, we talked about confi-
dence and quality when using VAT. Generally, how would
you imagine assessing the quality of this background mode
feature?

e Would your process of evaluating the quality of the back-
ground mode feature differ from how you assess the quality
of VAT in general?

e How would you like to know if the background mode is not
working as expected?

e How would you like to know if the background mode is
working correctly without any errors?

e Do you think there might be potential risks associated with
[insert participant suggestions]?

e How do you imagine VAT could address or decrease this
risk?

e How would you imagine this to work differently if you were
using a human-enabled VAT? (probe: assessing quality, ben-
efits, harms, and risks)

B.5 Focus Mode Vs. Background Mode
o In general, do you prefer background mode or focus mode?
Why?
o In what situations would you prefer using focus mode over
background mode? Why?

Alharbi et al.

o In what situations would you prefer using background mode
over focus mode? Why?

e Would you say one mode has more risks or trade offs than
the other? If so, which and why?

C Focus Groups Questions

NOTE: We followed a semi-structured approach. The questions we
listed in this section are merely guidelines. In the focus groups, we
refined these questions and asked follow-up questions.

C.1 Introduction and Welcome Activity

Hi everyone, my name is [researcher name]. I use she/her pronouns.

Thank you everyone for being here today. Our conversation is
going to last for about an hour and a half. It could end earlier, but
it won’t go longer.

Today, we will brainstorm ways to make visual assistance tech-
nologies like Seeing Al, Aira, and Be My Eyes include better privacy
and control features that are accessible to blind and low vision peo-
ple. Before we get into the research details, let’s do an icebreaker
to get to know each other:

e Can everyone say their first names or an alias you want to be
called by during today’s session? And optionally, you could
share your pronouns.

e Group norms:

— Does anyone have preferences or ground rules they would
like to share for group conversations?
- I also want to establish some group expectations:

* Don’t share any info spoken here outside the group.

* I encourage you all to talk to each other, ask questions,
and comment on each other’s thoughts and points of
view.

In our focus group, we’re not aiming for collective agree-

ment. Embracing differences and respectful disagree-

ments are welcomed.

Challenge the idea and not the person. If we wish to chal-

lenge something that has been said, we will challenge

the idea or the practice referred to, not the individual
sharing this idea or practice.

* At times, we can also “agree to disagree,” so don’t feel

pressured to agree just because others might be leaning

a certain way.

If you tend to speak more, make sure to leave airtime

for others to share.

If you tend to be quieter, challenge yourself to con-

tribute! We would love to hear and learn from you.

I might call on participants to answer questions, but

you are always welcome to skip any question that you

don’t want to answer.

Does anyone have additional expectations they would

like to share?

*

*

*

*

*

*

C.2 Overview of Research Activities

Today, we will go through a few activities to explore two hypo-
thetical features for visual assistance technologies. I'll share some
fictional scenarios just as a way to spark our discussion.
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As you may remember, option one is called “focus mode.” If a user
turns on this feature and selects a type of object to highlight, the
user’s camera would only view and get access to that specific object,
while everything else would be hidden by blurring or masking.
Option two is called “background mode.” If a user turns on this
feature and selects a type of object to hide, it would blur or mask
that specific type of object while preserving everything else around
it.

So every time you hear focus mode, think of one object as visible
and everything else is blurred. Every time you hear background
mode, think of the background as visible, and one object is blurred.
These filters are just thought of as a first layer for you to get more
control and increase before moving on to other features like short
text, document mode, scene preview, or features in other applica-
tions.

From our interviews, we learned that a key challenge with these
features is how blind and low vision users know if the features
are working properly without relying on sight. Today, we’re eager
to hear your ideas and suggestions for how we can ensure these
features will be easy to use and trustworthy for blind people. Your
thoughts are valuable, and I am looking forward to hearing them!

C.3 Audio Probe 1

For the first activity, 'm going to play an audio recording of this
fictional user scenario. Before I play the audio, I just want to note
that the audio is deliberately short and is missing some context, so
we can build the story together! Sometimes the object or task might
not be meaningful. I am hoping we can focus on the confirmation
message that focus mode gives the feature first, and then we can
discuss how this might be helpful or frustrating in other scenarios.

After playing audio probe 1 (refer to Appendix D), I ask the
following questions:

e How do you feel about hearing the dimensions information
of the boxed meal when you use the focus mode feature?

— How might knowing the object’s dimensions affect how
much you trust focus mode?

— In addition to the dimensions of the microwavable meal,
what other information would help you to understand
how well focus mode is working?

— Instead of the dimensions of the microwavable meal, how
about knowing how much the microwavable meal is visi-
ble within the camera frame?

e How can this information on the boxed meal’s dimensions
be communicated in a way that is more intuitive for you?
— If the dimensions of microwavable meals were conveyed

through a sensory component, such sound, how would
you prefer this information to be presented?

— If the size of microwavable meals had a sound, what types
of sounds would make it easier for you to understand the
size? Can you think of tones, pitches, or rhythms that
would represent different dimensions?

— How about touch? What are the ways touch can be used
to communicate the box dimensions and how much of the
image is visible and how much is hidden?
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e In this scenario, if focus mode was included in Seeing Al or
TapTapSee, what are your concerns about using the focus
mode feature?

— What factors would make you skeptical about the provided
measurements?

e So thinking back to a recent experience of you using a vi-
sual assistance application and potentially wanting to use
focus mode. Walk me through this example and the kind of
information you would like to know to get a better sense of
how focus mode is working?

e How might having additional information about the object
impact your experience when using human-based applica-
tions like Aira or Be My Eyes volunteers?

e What are the different concerns that might arise when using
human-based applications like Aira agents or Be My Eyes
volunteers?

C.4 Audio Probe 2

Thank you for sharing your perspectives so far. I am going to play
another audio clip now. Before I play the audio, I just want to note
that this audio clip is also deliberately short and is missing some
context, so we can build the story together!

After playing audio probe 2 (refer to Appendix D), I ask the
following questions:

e Does having specific details about what it’s hiding, specif-
ically the box’s approximate location and color, help you
better understand the background mode feature?

e How do details, like color and distance after hiding an object,
affect your trust in using background mode?

e When using background mode, can you think of other sit-
uations where descriptions of the object (in this case, color
and location) may cause confusion or frustration?

e As you recall, background mode described the object of in-
terest, a delivery box, as "A brown box about 3 ft away from
you is blurred while everything else is visible" What are
ways that this message can be improved?

— What changes would you suggest to make the message
more clear and easier to understand? How do you imagine
alternative ways this message would feel or sound like?

— Besides color and distance, what other info would be help-
ful for you to understand if background mode is working
properly?

o In this scenario, if background mode was included in Seeing

Al or TapTapSee, what are your concerns about using the

focus mode feature?

So thinking back to a recent experience of you using a vi-

sual assistance application and potentially wanting to use

background mode. Walk me through this example and the
kind of information you would like to know to get a better
sense of how background mode is working?

e Let’s say you are at a dinner party and you wanted to take
photos of the food without including the guests. You turned
on background mode and typed faces. What is the confirma-
tion message you want to get from background mode?

o To recap, background mode would give you descriptive mes-
sages of the color, distance, or other details of the hidden
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object to let you know that the object has been blurred. How
might background mode’s descriptive messages impact how
you use it with a human-based VAT such as Be My Eyes or
Aira?

C.5 Before and After Using Obfuscation
Techniques

Now, let’s transition to talking about using background mode and
focus mode in your everyday life. So let’s move beyond the scenarios
that I mentioned previously. Before we get started, does anyone
have questions or would like me to repeat anything?

C.5.1 Before Using Obfuscation Techniques:

o If you were using focus mode and background mode for the
first time ever, what questions would you have?

e What key details would you like to know upfront about how
"focus mode’ and "background mode’ work? Why do you
think these details are important?

o If you were among the team of people who are creating and
advertising focus mode and background mode, how would
you ensure that users can easily find the limitations of "focus
mode’ and "background mode’?

e How often would you like to hear updates about the limits
and concerns of "focus mode’ and background mode’? Why?

C.5.2  After Using Obfuscation:

Think about a recent time when you gave feedback to a

person. It could be a family member, a friend, or a colleague.

Walk me through the actions or responses from them that

made you feel truly heard? (If you haven’t given feedback

to a person before, how would you imagine feeling heard?

What kind of response or action from them do you think

would make you feel like your input matters?)

e Now, imagine giving feedback to an application or website,
what would make you feel acknowledged and valued? Is
there a particular way you’d hope the application or website
would respond to your input?

e If you had concerns or questions about the outcomes of
using the "background mode” or “focus mode” features, what
are some ways you might want to reach out to the visual
assistance company for support or clarification?

e If you encounter a problem with the focus mode or back-

ground mode, what kind of response would you expect from

the application?

— What would the ideal next steps be?

- How involved would you want to be in that process?

— Imagine a human customer service agent trying to fix
accuracy issues with these features (background and focus
mode).

* How might you describe the issue to them?
* How likely would you be to trust them to fix the issue?

— Now, let’s imagine the customer service agent was a chat-
bot.

* How might you describe the issue to the chatbot?
* How would you expect the chatbot to interact to fix this
issue?
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* How likely would you be to trust the chatbot to fix the
issue?

e In the event of a concern with ’background mode’ or ’focus
mode, how important is it for you that the visual assistance
company provides the option to delete your personal data
associated with these visual assistance technologies?

C.6 Closing Remarks

e Based on our discussion, would anyone like to add something
we missed?
e Does anyone have any questions for me?

D Scripts of Audio Probes

Table 2: Scripts of audio probes played in focus groups. The
hypothetical user was a different voice actor than the
interviewers. We used text-to-speech software (TTS) to
simulate the interaction.
Focus Mode Audio Probe Background Mode Audio
Probe
User: Okay, I need to use a
visual assistance application,
but I want to make sure that
this delivery box that has my
name and address is not vis-
me turn on Focus mode. ible. Let me turn on back-
TTS: Focus Mode. What | ground mode.
would  you like to | TTS:  Background mode.

User: OK, what’s the cook-
ing instructions for this
microwavable meal? Let me
use an Al app like Seeing Al
or TapTapSee... But wait, let

highlight?

User: OK I'm going to type
microwavable meals.

TTS: An object that is
approximately 8 inches
in length and 4 inches
in width is highlighted
while everything else is
blurred.

User: Cool! Let’s get those
cooking instructions!

What do you want to hide?
User: Ok, let me type the deliv-
ery box.

TTS: A brown box that
is about 3 ft away
from you is hidden
while everything else is
visible.

User: Great!
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