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This paper evaluates CareJournal, an AI-powered application on an Amazon Alexa Show designed to support care partners (i.e., older
adult receivers and caregivers) in care reflection and communication. CareJournal aims to address challenges faced by care partners in
articulating the needs of the care relationships. Through a four-week pilot study (N=14 care partner pairs) and a four-week field study
(N=16 care partner pairs), we assessed the tool’s effectiveness in supporting reflection and generating AI summaries that capture the
care partners’ intent. Our findings indicate that CareJournal is a beneficial tool for improving communication intention and focus. We
draw upon the role of articulation work in care routines and discuss design implications for AI to support articulation through adaptive
reflection tools based on diverse care dynamics and highlight ethical considerations in balancing AI assistance with human agency.
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1 Introduction

Older adults (ages 65+) continue to age-in-place rather than move to long-term care communities. In doing so, they
often rely on caregivers for varying forms of support. These care partners, which refer to caregiver and care receiver
dyads, engage in a collaborative relationship of responsibility sharing, decision making, and care management [11].
“Informal” or unpaid caregivers within the care partner relationship are often family members or friends who face
significant challenges in managing care responsibilities while maintaining their own well-being [3]. Caring for older
adults typically involves a network of individuals engaged in a wide range of activities, from assisting with daily tasks to
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2 Johnson et al.

providing emotional support and delivering medically oriented care [6, 88]. The complexity of these care relationships
and the varying nature of caregiving activities can create a unique set of interpersonal dynamics and challenges.

In this paper, we focus on family caregivers 1 who experience mental, emotional, financial, and physical strains,
which are compounded by the often invisible nature of their efforts [4, 24, 39]. Older adult care receivers also experience
many challenges in care, including dealing with conflicting emotions, difficulty asking for help, and loss of independence
and autonomy [29, 45]. Both care partners may struggle to express their needs and feelings clearly [27] and experience
misaligned expectations which can hinder communication, create emotional tensions, and negatively impact the quality
of care [37, 81]. These challenges can come from the limited ability of care partners being able to articulate their
thoughts and feelings due to balancing personal relationships. In this paper, we define articulation work as the act of
care partners putting into words their feelings and needs. Ultimately, allowing for both parties to be heard.

Caregiving research often focuses on caregivers’ challenges, management styles, and coping strategies [24, 53]. HCI
researchers have addressed these challenges by designing tools to ensure physical safety, security, and monitoring daily
activities for care receivers [24, 42, 54, 74]. However, these approaches have not adequately addressed the difficulties
in articulating needs in care partner relationships, often neglecting the perspectives of care receivers. We argue
that advancements in conversational AI technologies show potential for addressing tensions in articulation between
caregivers and care receivers [23, 81]. Therefore we use this paper to investigate how AI tools can encourage care
partner communication and support reflection in practice.

This research builds on our previous work [81] by exploring the potential of an AI-assisted reflection tool to support
care relationships. Our prior work focused on formative needs gathering and prototype testing. In this paper, we focus
on system implementation and evaluation through two primary research questions:

• RQ1: How can AI tools be designed to support articulation work in care partner relationships?
• RQ2: What effects do AI-based articulation tools have on care partners’ relationships?

To address these questions, we developed and evaluated CareJournal, an Amazon Alexa skill designed to facilitate
care conversations between older adult care receivers and family caregivers through guided reflections. CareJournal
aims to improve communication by prompting care partners to articulate care needs by prompting care partners to
complete daily reflections and share summaries of these reflections with their care partner.

We deployed the CareJournal skill 2 and conducted a pilot study and a field study in which care partners used
CareJournal in their homes for four weeks. During the pilot study, we introduced the initial version of CareJournal to
14 care partner pairs. Building on insights from the pilot study, we refined the system for the field study (FS), which
involved 16 care partner pairs.

This paper contributes to the aging and accessibility communities by:

(1) Providing design insights for reflection tools that encourage need articulation among care partners,
(2) Examining the strengths and weaknesses of human-generated versus AI-generated summaries in care contexts,

offering guidance for future AI-assisted care technologies, and
(3) Exploring how reflection tools can be adapted to different care relationship dynamics, including care networks.

These contributions have significant implications for designing technologies for aging that can support not only
caregivers, but also older adult care receivers. By focusing on the potential of guided reflections and summaries, we aim

1We will use "caregiver" throughout the remainder of the paper as shorthand to refer to a family caregiver.
2An Alexa skill is an application on the Alexa device that allows users to perform tasks and interact with content and services using voice commands
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to address the challenges of articulating needs, bridging communication gaps, and fostering mutual understanding
between care partners.

The remainder of this paper is structured as follows: We first review related work in managing care relationships
and technologies used in care to support relationships. We then describe our method, including CareJournal’s design
and our field study approach. Next, we present our findings, focusing on the impact of prompt design (RQ1) and the
impact of AI-generated summaries (RQ2). We conclude by discussing how AI has a role in technology for care and if it
can adapt to varying care partner needs.

2 Related Work

2.1 Care Relationship Management

Research has shown that caring for older adults typically demands support from a network of people. Strauss et al.
[88] considered the social organization involved in managing chronic care to be intricately linked to the “physiological
unfolding of a patient’s disease” where “different illnesses involve different medical and nursing actions, different kinds
of skills and other resources, a different parceling out of tasks among the workers (including perhaps, kin and the
patient), and involving quite different relationships among workers” (p. 8). The subsequent work of Strauss and scholars
suggested that without examining illness in the context in which it was lived or accounting for its complexities, modern
societies would not be able to support and care for those with chronic illnesses [8, 28, 86]. Since then, researchers
have found that the complexity of managing care-related work comes from the wide range of typical activities, like
helping with daily living tasks (e.g., bathing, dressing, meal preparation, cleaning, shopping), providing emotional
support, or delivering medically oriented care (e.g., checking vital signs, medication reminders, monitoring physical
health) [6]. The transition toward in-home care for aging-in-place has called for further research beyond narrow dyads
like patient-clinician [72, 86, 92] to include additional stakeholders (e.g., family members, friends or care partners)
supplementing healthcare professionals who assist patients in clinical settings or professional caregivers in residential
environments. Given this expansion, researchers have broadly studied the caregiver-care receiver dyad to highlight
caregiver challenges and stress [18, 25, 53], disentangle tensions in care relationships [37], build effective interventions
to support the varied care work [14, 54, 71, 74, 103], and re-conceptualize care work through critical reflection (e.g.,
question conventional labels such as ‘informal caregivers’ [4], include perspectives of older adults as care receivers [41],
and reflecting on the power structures that shape technologies in care work [47]).

Research focused on caregivers has primarily revolved around understanding the impact of caregiving on their lives,
the different styles of care management, and their consequent coping strategies. For example, through interviews,
Leggett et al. [53] identified that caregivers who had a shallow understanding of the illness partook in preventative
actions to reduce negative outcomes (e.g., doing a task without confrontation) and frequently expressed anger or
frustration. Previous research [e.g., [59], [69], [70]] argues that understanding such management style discrepancies is
necessary to understand the caregiver’s and care receiver’s physical and emotional health. These styles are, in fact, a
result of the complex physical, emotional, spiritual, existential, and financial costs caregivers face in care relationships
[4, 24, 37, 39]. Caregivers then adopt multiple coping strategies to alleviate some of these burdens. For instance,
caregivers use productivity tools to manage their personal lives, use blogs to process complex or hard feelings, or
reflect on the care receiver’s circumstances to identify their unhealthy habits and exercise preventative measures in
their own lives [24]. Caregivers also adopt positive mindsets, describing rewarding care experiences and an emotional
connection with the care receiver that balances out and reconstructs the subjective burden of the caregiver [84]. Chen
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et al. categorized the various aspects of wellness that caregivers aim to uphold in their daily lives as their physical,
emotional, social, and reflective selves (ie, the process of self-reflection and developing new life perspectives) [24].
However, the success of their wellness prioritization is mediated by the communication and relationship quality between
the caregiver and care receiver [24, 89].

On the other hand, care receivers, including older adults, are not passive actors in care relationships. Researchers,
designers, and policymakers must understand their perspectives to uncover the complexities of the caregiver-care
receiver dyad and build effective interventions [20, 41, 47, 81]. To begin with, research shows that care receivers go
through many conflicting emotions in care settings as they approach old age. For example, it can be difficult for older
care receivers to ask for help as the emotion is associated with feelings of declining life quality and powerlessness [29].
Care receivers are also forced to balance feelings of comfort and guilt when choosing to receive care from "close others"
[51] or professional caregivers [33, 38, 61]. While close others offer comfort and security, professional caregivers relieve
their loved ones from the harmful impacts of caregiving. Older adults, or care receivers, have also shared how receiving
care can often lead to losing independence, autonomy, and confidence [58, 67]. To cope with these complexities, older
adults partake in positive physical and mental health experiences, develop resiliency to accept care and support, and
focus on cherishing supportive, empowering, and reciprocal relationships with relatives, friends, and professionals [45].

Notably, researchers have identified critical challenges that negatively impact care receivers and caregivers despite
respective coping strategies. For instance, through a cross-generational study focusing on the cooperative nature of
informal elderly caregiving, Gutierrez and Ochoa found that limited visibility of caregiving activities is a significant
source of conflict within the families of informal caregivers and care receivers [39]. They conclude that information
about the family members’ formal and informal duties needs to be made explicit. Researchers argue that articulating
such information helps align the expectations of primary caregivers, older adults receiving care, and other members
of the family network [37, 44, 84]. However, older adult care receivers often struggle with balancing independence
and support [58, 67], experiencing conflicting emotions such as guilt, loss of autonomy, and uncertainty about their
role in their care plan [51]. While studies have discussed the emotional toll of caregiving, less is known about how
older adult care receivers engage in care planning, express their needs, and assert agency in care partner relationships
[58, 67]. Articulating needs and emotions remains a challenge in care relationships, as researchers argue how the
lack of communication greatly contributes to tension within a caring relationship [27]. These challenges are further
complicated by interaction timing, (geographic) distance, and caregiving styles [81]. In addition, research shows
that people systematically underestimate a stranger’s deeply social nature, assuming that the stranger will be more
indifferent and uncaring in conversation than they actually are [46]. These miscalibrated expectations, especially when
having an unrelated professional caregiver, can create a psychological barrier to conversations where care partners can
articulate emotional tension, misunderstanding, and a heightened sense of burden [37, 42, 81]. Thus, researchers call for
improving the communication skills of caregivers and older adult care receivers [37, 64] and a deeper understanding of
the features of different caring relationships [55, 63, 81]. While existing tools help caregivers track tasks and reflect on
their experiences, few studies center older adults’ perspectives in care communication. CareJournal addresses these
challenges by creating a shared space where older adult care receivers can engage in articulating their needs, support
care planning, and decision-making, which can foster a more transparent caregiver-care receiver relationship.

2.2 Technology for Care Relationships

Researchers have investigated technology’s potential to mitigate care challenges by supporting health, physical safety
and security, education for caregivers, monitoring activities of daily living, and enhancing social communications
Manuscript submitted to ACM
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[24, 42, 54, 74, 78]. Digital interventions focused on caregiver well-being range from common technologies like
telephones, video conferencing, and web-based information to ubiquitous technologies like embedded sensors and
monitors for remote monitoring in smart homes [26, 57]. Research shows that interactive web resources and real-time
interactive communication (via videoconferencing) were mostly used by caregivers because these supported quick
and easy access to necessary information [101]. Regardless, researchers report that these digital interventions have
an overall positive effect on supporting caregivers and their well-being [26, 57, 101]. Specifically, these interventions
have improved caregiver outcomes in the following aspects: psychological burdens (e.g., decreased anxiety, depression,
stress, irritation, and isolation), self-efficacy (e.g., improved confidence, resiliency, and comfort), caregiving skills (e.g.,
enhanced communication with the patient and helped manage symptoms), social support (increased social connection),
improved problem-solving skills, and helped with decision-making [101].

Despite being developed to support care relationships, research shows that technology-based interventions also
present new challenges. For example, Huber et al. [42] reported that older adults resist technologies because they are
primarily concerned about technologies possibly replacing their interactions with family caregivers. Proctor et al. [79]
further pointed out the need for more affordances in the design of assisted-living technologies, preventing caregivers
from adapting these technologies to the receivers’ needs. They observed members of the informal networks playing the
critical role of adapting the technological devices (e.g., covering some buttons on a remote control with tape to make
them inoperable) that the care receivers rely on for their day-to-day security and well-being. Care receivers are also
seen to over-rely on technology, leading to concerns regarding independence, safety, and privacy [28, 78, 81]. While
independence, autonomy, and self-reliance are desirable values for designing effective technology-based interventions,
critics caution against integrating digital technologies that may depersonalize care in intimate relationships, reduce
emotional attachment, and threaten older adults’ privacy and autonomy [13, 95, 97]. As such, we use this paper to
investigate how AI-powered technologies can be utilized by caregivers and receivers to strengthen care relationships
while maintaining autonomy and privacy.

To further address challenges highlighted previously, researchers emphasize respecting care routines, bridging
asymmetries between care partners, and understanding how technologies are collaboratively appropriated [39, 43, 62, 82].
Chen et al. [24] reason that care-related technologies should focus on articulation, “work that gets things back ‘on
track’ in the face of the unexpected and modifies action to accommodate unanticipated contingencies,” as it has been
established as an important component of collaborative care [88]. Similarly, researchers argue that articulation work
should be managed at the behavioral and system levels, where caregivers and receivers can be encouraged to articulate
the issues they face in maintaining their own well-being [63, 101, 103]. However, it is difficult for caregivers to make
these reflections actionable amidst attention to other care duties [24, 73, 82]. Thus, we argue that researchers need
to design technologies according to caregivers’ and care receivers’ routines, facilitate need-based, task-based, and
emotional articulation, and investigate how reflections impact the caregiver-care receiver relationship.

2.3 Conversational Technology in Care

This paper describes how we design and evaluate a user-detached [21] voice-based tool that encourages care partner
communication through guided reflection. Research suggests that older adults commonly find voice technologies
convenient and valuable because they are easy to use, seamlessly integrate into ongoing tasks, mitigate dexterity
challenges, and foster independence [5, 15, 19, 48, 96]. Including touchscreens or visual displays further improves
information consumption and daily engagement through interactive visual feedback [22]. In the context of care,
researchers report that voice-based systems ease caregivers’ information management and health communication
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tasks, such as supporting documentation and care coordination, and that multi-modal systems help facilitate social
interactions [7, 87, 91]. Relatedly, Piau et al. [74] found voice-activated devices to be the most desired technology for
supporting care activities based on a survey consisting of approximately 400 caregivers. Additionally, older adult care
receivers emphasize the potential for integrating voice into home-based care systems to reduce loneliness, retrieve
health information, encourage healthy behaviors, provide entertainment, and remind them about urgent tasks or
medications [6, 14, 21, 76].

However, research also shows that voice-based systems pose challenges for older adults. For instance, the systems can
interrupt older adults if they speak too slowly and do not provide efficient error recovery mechanisms [10, 21, 77, 102].
Conversational interactions often involve code-switching, a process whereby racially marginalized older adults shorten
their sentences, increase volume, and hyper-articulate for accurate system interpretation [40]. Older adults also find
that multi-modal interactions can decrease the efficiency of voice input or limit use cases, as such voice systems are
often confined to a single space [21, 93]. Moreover, caregivers and care receivers have mixed sentiments regarding
privacy and security concerns [7, 21, 36, 90]. Research shows that an incomplete understanding of the privacy and
security implications of these systems often leads to older adults abandoning them [1, 17, 52, 77, 93].

Researchers reason that care receiver’s adoption of voice-based systems is related to the scaffolding provided by the
caregiving network [65, 81, 103]. The term “scaffolding” describes human or technology-provided support, prompts,
or guidance that helps individuals accomplish a particular task. In their paper, Zubatiy et al. [103] identified useful
scaffolding interactions as populating calendars, setting alarms, and scheduling reminders. Care partners who took
the time to set up such scaffolding found the voice system to be incredibly useful and described it as having a second
partner helping them meet the needs of their care receivers. Based on voice-based systems strengths in supporting
self-disclosure between older adults and their families or friends [68], we extend this definition of scaffolding in our
prior work to investigate “conversational scaffolding” [81] and design CareJournal, an Amazon Alexa skill, to support
structured and intentional care-related communication using prompts with care partners. Through some early prototype
testing, we highlight the potential for conversational agents to facilitate reciprocal interactions between caregivers
and receivers. This research responds to calls for systems that deepen communication and understanding within
shifting relations [71] (such as those between the caregiver and receiver) while limiting additional burden on caregivers
[75, 102]. Researchers also argue for AI’s ability to streamline tasks and question the utility of AI-enabled technologies
in supporting care-related communication demands [7, 41, 54, 99]. Thus, considering research advocating for reflective
practices in improving communication and relationships and the potential for conversational scaffolding [24, 46], we
evaluate CareJournal’s role in context and how it impacts care relationships.

3 Methods

Based on prior work calling for better communication mechanisms in care relationships, we developed and evaluated
CareJournal as a result of prototype testing and feedback from older adults and their care partners [81].

3.1 System Design

CareJournal is an Amazon Alexa skill designed to encourage care conversations between older adult care receivers
and family caregivers. This skill prompts family caregivers and older adult care receivers to provide feedback about
care experiences to each other by responding to three daily reflection questions. The responses to these questions
are used to generate a summary of care-related concerns and suggestions. In this study, we chose to provide two
types of summaries, including one written by a human and one written by generative AI, to explore the boundaries
Manuscript submitted to ACM
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Evaluating an AI-Powered Reflection Tool for Care Partners 7

of AI-generated content for care partner relationships. Once summaries were generated, they were sent to the care
partner’s Alexa device twice a week, allowing them to choose which summary they wished to share with their care
partner. The care partner was not told whether the summary was generated by a human or by generative AI. Below, we
describe the prompt engineering and summary generation processes in more detail.

Fig. 1. Full System Flow Diagram: The image illustrates the communication flow within CareJournal, featuring three components: the
care receiver’s Alexa device, the caregiver’s Alexa device, and the research admin portal which is the database that stores participant
reflections and summaries). In Flow Stage One (denoted by a 1 in a blue circle), daily reflections are sent from the Alexa devices to the
research admin portal. In Flow Stage Two, AI and human-generated summaries seeking approval are sent from the research admin
portal to care partner Alexa devices. In Flow Stage Three, the approved summary is sent to the Alexa device of the other care partner.

3.1.1 AI Care Summary Prompt: Prompt Engineering. We used ChatGPT 3.5 to generate AI care summaries. We applied
an iterative prompt engineering process to find the GPT prompt that would create the AI Care Summary that was
natural in a conversational tone, personalized to the care partner, and concise. This process involved refining the
language, tone, and structure of the GPT prompt.

The initial prompts such as, “What could be improved between caregivers and care receiver based on care receiver’s
answers,” often produced lengthy AI care summaries (more than 400 words) with an overly formal tone, which was not
suitable for the study as the AI care summaries were to be presented as a note from one care partner to another as if
they were communicating together, following similar guidelines as the human written summaries.

We used this final GPT prompt throughout our study:

"Limit the summary to 100 words. Make a short informal summary from [care partner1] to [care
partner2] that addresses [care partner2] as "you" and summarizes this week’s experiences and shares
what could be improved between the caregiver and the care receiver based on the answers:”

This refined GPT prompt more frequently generated AI care summaries that effectively expressed the care partners’
needs and experiences within a 100-word limit, balancing information with a conversational tone. If the generated AI
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summary did not follow the guidelines defined in the prompt rules as described above, the research team re-generated
the summary.

3.1.2 Human Care Summary Guidelines. The research team developed guidelines for creating human-written care
summaries. These summaries served two purposes: to complement those generated by AI and to provide a baseline for
comparison. Two research team members crafted these summaries using care partners’ reflections as source material.
To maintain consistency across all human-written summaries, these two team members reviewed each summary before
sending it to care partners for structure consistency and adherence to the team-established guidelines described below:

• The word count should be 100 words or less
• The conversation should use language that demonstrates a conversation from one care partner to another by

using first-person language.
• The tone of the conversations should be casual and informal
• The feedback should be structured by starting with something positive, then discussing any critiques, and

ending with something else positive or things to do moving forward.

These guidelines mirror the generative AI approach mentioned above by highlighting conciseness, personalization,
and balanced feedback structures.

Both AI and human summaries were reviewed a final time by the first author to ensure accuracy with care partner
reflections. The AI summaries were only edited if the reflections logged captured an inaccurate name through voice
recognition.

3.2 CareJournal Evaluation

Using the CareJournal skill, we conducted a pilot study, followed by a four-week field study to understand how AI
tools can be designed to support articulation work in care partner relationships and the effects it may have on care
partner relationships. To support participants who did not own an Amazon Alexa device, we purchased and sent Echo
Show 8 systems to all participants who needed them. Unlike the Echo Dot, which is solely a voice interface, the Echo
Show incorporates a visual display to complement its voice capabilities. Although the CareJournal skill did not leverage
the visual display, the research team intentionally chose the Echo Show 8 because it could support users with varying
accessibility needs (e.g., hearing disabilities). CareJournal is also compliant with other Alexa devices and the Amazon
Alexa mobile application.

Once participants received their Alexa device, the research team provided setup instructions for the Echo Show 8,
including setting up an Amazon account, enabling accessibility features (captions, adaptive listening, screenreader),
and explaining feature locations (e.g., mute, volume, etc.). During week one, the research team invited participants to
become more acclimated to the device. At the end of week one, the research team sent participants an email inviting
them to become a beta user for CareJournal and provided instructions about how to set up the skill. The setup included
instructions for accepting the Beta user invitation, registering care partners as users, and a list of voice commands and
explanations that they could use during the study. We also gave participants a phone number, managed by the first
author, to call or text throughout the study to resolve any technical challenges.

3.2.1 Pilot Study. During this phase, participants only logged daily reflections. The CareJournal pilot flow consisted of
three components: the care receiver’s Alexa device, the caregiver’s Alexa device, and the research admin portal (also
Manuscript submitted to ACM
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Fig. 2. Pilot Study: System Flow Diagram:

known as the summary and reflection database) see Figure 2. In Flow Stage One of communication, daily reflections
were logged and sent from the Alexa device to the research admin portal (i.e., reflection and summary database).

As noted above, during week one, participants did not have access to the CareJournal skill. Instead, we asked them
to get acclimated to their Alexa to mitigate the novelty effects of introducing a new device. In the following weeks (two
through four), participants were instructed to complete daily reflections using the CareJournal skill, which consisted of
the following three reflection questions: Pilot Study Reflection Questions:

• What did you like about the experiences that you had with your care partner today?
• Is there anything you wish you or your care partner had done differently today?
• Is there anything that you want to do the next time you see your partner?

Every Friday, Authors 1 and 3 gathered the reflections from the previous week to create the Human and AI summaries
that were presented to participants during post-study interviews.

Building upon our concept testing phase [81], we retained the overall conversational flow and reflection prompts for
the pilot study. The results of the pilot prompted us to update the daily reflection questions due to the high frequency of
non-descriptive responses. Instead, we rephrased the reflection questions to be more open-ended in structure, allowing
for more descriptive responses. We discuss these changes in detail in the Pilot Findings section.

3.2.2 Field Study. During the Field Study, we evaluated the full CareJournal system as presented in Figure 1. In this
phase, participants logged daily reflections and were presented with two summaries, one human-written, and one
AI-generated, to potentially send to their care partner. Participants were not informed of how either summary they
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received was generated. Participants simply chose the summary they preferred to send to their care partner about
their experiences over the past few days. Once summaries were selected, participants were also able to listen to the
summaries they received from their care partner.

Similar to the pilot study, during week 1 care partners were instructed to use that week to get acclimation with
their Alexa device, having no access to the CareJournal skill. During weeks two through four, participants logged daily
reflections using the following three questions: Field Study Questions:

• What did you like about the experiences that you had with your care partner today?
• What would you have wanted to do differently today?
• What would you have wanted your care partner to do differently today?

Every Tuesday and Thursday, Authors 1 and 3 collected reflections from the previous days and wrote human summaries
following the established guidelines. They then reviewed each other’s summaries for errors and quality. After completing
the human summaries, Author 1 used the Research Portal to generate AI care summaries using ChatGPT 3.5 (see
Table 1). This sequential process prevented AI-generated content from influencing the human-written summaries.
Both summaries were created and then sent to participants through CareJournal at midnight (eastern timezone) on
Wednesdays and Fridays, making them available on Alexa devices by morning. Participants listened to both versions
and selected which summary to send to their care partner.

3.2.3 Post-Study Interview. At the end of the study, each care partner individually participated in a semi-structured
Zoom interview. In an attempt to mitigate power imbalances, if care partners were co-located, we interviewed the older
adult care receiver first and asked caregivers if they were comfortable stepping away. Once the care receiver completed
their interview, we asked caregivers to return to the interview room. If care partners were not co-located, we used the
Zoom breakout room feature as a waiting room for caregivers while the research team interviewed the older adult
care receiver. Once the care receiver interview was complete, the research team invited the care receiver to leave the
Zoom call to begin the caregiver interview. During some interviews, caregivers requested to stay either to help relay
the question to the older adult care receiver due to a hearing disability or a language barrier.

At the beginning of each interview, a research team member provided a structural overview of the interview,
describing the type of questions that they could expect and addressing any questions. The post-interviews included
questions about care partners’ experiences using CareJournal, logging reflections, listening to summaries, and (if they
participated in the pilot study) questions about their experiences that differed between the pilot and field studies.
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Table 1. Daily Activity Calendar

Sunday Monday Tuesday Wednesday Thursday Friday Saturday

Participant
Activity

Daily
Reflection

Daily
Reflection

Daily
Reflection

Daily
Reflection

Summary
Selection

Daily
Reflection

Daily
Reflection

Daily
Reflection

Summary
Selection

Researcher
Duties

Human
and AI
summary
creation using
reflections
Friday -
Monday

Human
and AI
summary
creation using
reflections
Tuesday -
Thursday

3.3 Participants

We recruited participants after receiving approval from our university’s ethics board. We contacted participants who
participated in the initial prototype testing [81]. We also shared the study flyer through email to local organizations’
listservs that offer monthly caregiver support groups and to older adult care receivers through a university recruitment
pool (Research Match). To be eligible to participate, the care receiver needed to be 65 years of age or older and receive
care-related support from a family caregiver (e.g., spouse, adult child). For a caregiver to be eligible to participate, they
needed to be at least 18 years or older and provide unpaid assistance with daily tasks with the older adult care receiver.
Both older adult care receivers and caregivers had to be eligible to participate in the study together and complete
the consent process. Participants must also be fluent in both spoken and written English. During the study two care
partner pairs (15AB and 16AB) reported not being native English speakers and 15A-CG also described having a speech
impediment, both resulted in Alexa being unable to properly process the words said due to accent, so throughout the
study they accommodated by using the Alexa mobile application to text their reflections.

3.3.1 Pilot Study. In the Pilot Study, we initially recruited 21 care partner pairs. Of the sample, 14 care partner pairs
(age range = 54-95; avg age = 70; women = 18; men = 10) participated in the study (see Table 2). Two of the 14 care
partner pairs did not complete the final interview due to health concerns or changes to in-home accommodations. Of
the 14 care partner pairs that participated in the Pilot Study, 13 care partner pairs previously participated in the concept
testing presented in our previous work [81]. For participating in the study, participants received $140 per person.

3.3.2 Field Study. During the Field Study, we employed the same recruiting techniques as described above. We recruited
16 care partner pairs (age range: 19 - 97; average age = 68; women = 25; men = 7), 8 were care partner dyads from the
Pilot Study, and the other 8 were newly recruited participants. 7 care partner dyads were not co-located (i.e., did not
live in the same home) at the time of study, one care partner dyad lived in the same house, but the older adult care
receiver was reported as being bedridden, and the other 8 care partner dyads were co-located. One care partner did
not complete a post-study interview. Of the 16 care partner pairs that participated in the Field Study, 9 of these care
partner pairs previously participated in the concept testing presented in our previous work [81]. Participants were
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compensated based on the number of activities completed, including daily reflections logged, choosing a summary,
and completing the interview. Completion of all activities resulted in $155 per person, which was sent to participants
through a check or a gift card.

3.3.3 User Interaction Flow. When participants were ready to interact with CareJournal for the day, they used the
following command to trigger the skill "Open My CareJournal" (pilot study) or "Open Care Reflection" (field study)3.
Based on the activity calendar (see Table 1), the user interaction flow differed by day. On Sunday, Monday, Tuesday,
Thursday, and Friday, the flow was as follows:

• CareJournal Alexa: Welcome to your CareJournal. Please say one if you are a caregiver, and say two if you are a
care receiver.

• Participant: *responds to CareJournal with either one or two*

• CareJournal Alexa: Hello *participant name* Would you like to record your reflection?
• Participant: *Participant responded yes or no*
• CareJournal Alexa: What did you like about the experiences that you had with your care partner today?
• Participant: *verbal response to Alexa device*
• CareJournal Alexa: What would you have wanted to do differently today?
• Participant: *verbal response to Alexa device*
• CareJournal Alexa: What would you have wanted your care partner to do differently today?
• Participant: *verbal response to Alexa device*
• CareJournal Alexa: Would you like us to share a summary of your reflections with your caregiver? It would

help them understand your experiences and expectations to improve care.
• Participant: *Participant responses yes or no* If a participant responds no, the summary is saved in the database,

but they are labeled not to include them in the summary.

On Wednesdays and Saturdays, the above user flow is adjusted with Alexa beginning with "<Name>, you have two

summaries to review, would you like to review them?". If the participant responds with "yes", then Alexa will say "Which

summary would you like to send to <care partner name>? Option 1: *Alexa Reads AI or Human summary* or Option 2:

*Alexa Reads AI or Human summary*. Say 1 if you would like to send the first summary or two if you would like to send

the second summary." The participant responds, then the system either directs them to listen to the summary from their
care partner or continue to log their reflection for that day.

Table 2. Participant Demographic

ID
Sex
(F/M)

Age
Study
Participation

Relationship
Dynamic

Living
Together

2A- CG F 65 Pilot Adult Child No
2B-CR F 95 Pilot Parent No
3A-CG F 66 Pilot undetermined Yes
3B-CR M 74 Pilot undetermined Yes

3We changed the skill comment during the field study because care partners had a hard time opening with the previous command. Many had to make
distinct pauses or their command would open another unrelated skill.
Manuscript submitted to ACM
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Table 2 continued from previous page

ID
Sex
(F/M)

Age
Study
Participation

Relationship
Dynamic

Living
Together

4A-CG F 54 Pilot undetermined

Yes,
moved
away after
week 3

4B-CR F 68 Pilot undetermined Yes
5A-CG F 71 Pilot Spouse Yes
5B-CR M 80 Pilot Spouse Yes
6A-CG M 62 Pilot Adult Child Yes
6B-CR M 88 Pilot Parent Yes
13A-CG F 50 Pilot Adult Child No
13B-CR F 77 Pilot Parent No

1A - CG F 54
Pilot &

Field Study
Adult Child No

1B- CR F 76
Pilot &

Field Study
Parent No

8A-CG F 80
Pilot &

Field Study
Spouse Yes

8B-CR M 82
Pilot &

Field Study
Spouse Yes

10A-CG F 72
Pilot &

Field Study
Spouse Yes

10B-CR M 75
Pilot &

Field Study
Spouse Yes

14A-CG F 45
Pilot &

Field Study
Adult Child Yes

14B-CR F 76
Pilot &

Field Study
Parent Yes

15A-CG F 38
Pilot &

Field Study
Adult Child Yes

15B-CR M 79
Pilot &

Field Study
Parent Yes

16A-CG M 42
Pilot &

Field Study
Adult Child Yes

16B-CR F 70
Pilot &

Field Study
Parent Yes

17A-CG F 74
Pilot &

Field Study
Spouse Yes
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Table 2 continued from previous page

ID
Sex
(F/M)

Age
Study
Participation

Relationship
Dynamic

Living
Together

17B-CR M 84
Pilot &

Field Study
Spouse Yes

18A-CG F 80
Pilot &

Field Study
Spouse Yes

18B-CR M 83
Pilot &

Field Study
Spouse Yes

11A-CG F 45 Field Study Adult Child No
11B-CR F 75 Field Study Parent No
12A-CG F 43 Field Study Adult Child No
12B-CR F 72 Field Study Parent No
20A-CG F 56 Field Study Adult Child No
20B-CR F 85 Field Study Parent No
21A-CG M 73 Field Study Spouse Yes
21B-CR F 71 Field Study Spouse Yes
22A-CG F 66 Field Study Sibling No
22B-CR F 72 Field Study Sibling No

24A-CG F 66 Field Study
Adult
Child

No

24B-CR F 97 Field Study Parent No

25A-CG F 19 Field Study
Adult
Grandchild

No

25B-CR F 65 Field Study Grandparent No
27A-CG F 59 Field Study Adult Child No
27B-CR F 89 Field Study Parent No

3.4 Data Analysis

Our analysis approach consisted of qualitativemethods to gain a comprehensive understanding of the impact CareJournal
had on care partnerships.

3.4.1 Reflections. Pilot Study: Our analysis for the pilot study focused on the daily reflection responses logged by
participants. A total of 653 descriptive reflections were logged, excluding one-word responses such as ‘yes’ or ‘no’.
We conducted a thematic analysis [16] on participant reflections. We used Microsoft Excel to organize and categorize
reflections. At the end of the study, Authors 1 and 3 independently read through the reflections to familiarize themselves
with the data. Initial codes were provided for each reflection. We reviewed the reflections for aligning themes throughout
the set of reflections and grouped related codes to form broader themes. Authors 1 and 3 met regularly to discuss and
refine the codebook (see Table 3 and Table 4).
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Field Study: Our analysis of reflection in the Field Study built on the codes from the Pilot Study while remaining
open to new insights. We collected 1259 descriptive reflections, again excluding one-word responses. We followed a
similar thematic analysis [16] approach used in the Pilot study. Our approach combined inductive and deductive coding.
Weekly we began the deductive process by applying the codes of the Pilot Study to the reflections logged in the Field
Study. We then conducted inductive coding, which allowed us to remain attentive to the new themes from the Field
Study. Authors 1 and 3 coded a subset of the reflections and met regularly to discuss and refine the codebook.

3.4.2 Care Summaries - Field Study. We analyzed the summaries descriptively. To do so, we quantified the total number
of care summaries selected and categorized them by care partner choice (AI or human-generated) and summary choice
by care partner type (older adult care receiver, caregiver). This allowed us to understand the distribution of care
summaries across these themes.

3.4.3 Interview. We conducted a thematic analysis [16]. This allowed for a flexible examination of our data. We began
the process by reading and re-reading the interview transcripts to gain familiarity with the content. Following this, we
conducted open coding, where we identified and labeled important statements with the data. These initial codes were
then organized into potential themes, where we constantly referred back to our RQ’s to ensure relevance and focus.
Throughout this process, we continuously referred back to transcripts to verify that themes accurately represented the
participants’ experiences and perspectives.

4 Findings: Pilot

During the Pilot Study, we evaluated how CareJournal encourages articulation through self-reflection and expression of
needs. The following subsections describe the frequency and types of reflections logged in an attempt to articulate
feelings and needs. Ultimately, suggesting improvements for CareJournal to elicit greater opportunities for articulation
by improving the reflection questions.

4.1 Reflections

Care partners logged a total of 894 reflections, with older adult care receivers contributing 498 reflections (weekly
average: 36) and caregivers contributing 396 reflections (weekly average: 28). However, 275 (N=166CG; N=109CR) of
these reflections were one-word answers (i.e., “yes” or “no”) and 619 of these reflections (332 from caregivers and 287
from older adult care receivers) were descriptive. We highlight the response type because we anticipated receiving
primarily descriptive reflections, as these are more useful as input for AI-generated summaries to help communicate
needs to care partners.

The types of reflections logged commonly articulated the need for more meaningful connections, and recalling mood,
behaviors, weekly activities, and conversations.

4.1.1 Articulating Connections. A common theme from care partner reflections was a desire to increase connection and
shared time with their loved ones (See Table 3 for example reflections). Care partners logged reflections that expressed
a lack of connection (N=3CG, N=5CR) and quality time (N= 13CG, 14CR) due to busy schedules with work and medical
appointments. Care partners expressed wanting to spend valuable time together.
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Table 3. Reflection Theme: Need For Connection

Themes Pilot Examples

Lack of Connection
CG: it would have been nice to spend more time
with him I was away a lot of the day –17A-CG
CR: I didn’t get to see [14A] very much today
because there was something important going on
in the household –14B-CR

Quality Time
CG: just wanna have a good time together –8A-CG
CR: wanna watch Netflix and enjoy her company –8B-CR

Physical Touch
CG: yeah snuggle up –17A-CG
CR: give her a hug–13B-CR

Through Conversation
CG: yes I wanted to talk to her and understand
what she wants for the day –16A-CG
CR: I wish we could schedule time to talk in a
non-rough manner–14B-CR

4.1.2 Recalling Activities & Mood. Caregivers and care receivers frequently reflected on personal activities such as
previous conversations, events attended, shopping, and shows watched (N=44CG; N=27CR (see Table 4). Moods and
behaviors were also commonly recalled, with caregivers often remarking on the positive or negative emotions or
changes in the behavior of the older adult care receiver.

Table 4. Reflection Theme: Recalling Activities & Moods

Example

Mood & Behavior
CG: mother was upbeat - G1-2A-W1
CR: she was very helpful-G1-1B-W2

Personal
Activities

CG: we were able to sleep in later
and went out for a nice lunch - G2-8A-W2
CR: it went real well he cooked me a
steak we got a long good we went and visit
my cousin the whole day was good–G1-6B-W3

Medical/ Health
Conditions

CG: no because [3B] is sick right now - G2-3A-W1
CR: he’s sick today - G2-16B-W2

Care Activities
CG: mom and I went over some business
affairs and came to a good decision-G1-2A-W2
CR: well we went and I had some eye surgery
and she was there to assist and help me remember
the things that I needed to tell them also to help
me get my prescriptions–G1-5B-W3
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Table 4 continued from previous page

Example

Positive
Conversations

CG: I like that we chatted and visited and talked
about our events yesterday–G2-8A-W1
CR: I like that she said goodbye when she
was leaving - G2-14B-W2

4.2 Summaries

When understanding the types of summaries (e.g., Human or AI-generated) that articulated the needs of care partners, we
found that participants showed a preference for human-generated summaries (N=37). However, AI-generated summaries
were also frequently selected (N=25) (see Figure 3). Additionally, there were eight instances where participants could
not distinguish between the two, citing the similarities between the human-written and AI-generated care summaries.

Table 5 shows an example of the responses from an older adult care receiver and the summaries generated based
on those weekly reflection responses. During the pilot study we observed that much of the reflection responses were
one-word answers, which made it difficult to write in-depth Human summaries. For instance, in this example in Table
5, every day the older adult care receiver provided the response of "yes" to the question ’Is there anything that you
want to do the next time you see your care partner?’ Such brief responses limited the summaries the human writers
could produce, while also not providing context to their care partners about desired activities or changes. These brief
responses from care partners were the motivation for revising the questions in a way that probed for more in-depth
and detailed responses. Table 7 gives a comparison to 5 of how the participants’ reflection responses changed in the
field study by producing more descriptive responses. We discuss this comparison further in section 5.1.2.
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Table 5. Pilot Reflection Response Example

Pilot Study – Week 2 - Participant 16B-CR

Participant 16B-CR
Q1: What did you like about the experiences that you had with your care partner today?
Day 1: excellent
Day 2: good
Day 3: very good
Day 4: excellent
Day 5: good
Day 6: very good

Q2: Is there anything you wish you or your care partner had done differently today?
Day 1: dancing
Day 2: you must happy today
Day 3:try to understand
Day 4: he’s hiding
Day 5: he’s sick today
Day 6: yes

Q3: Is there anything that you want to do the next time you see your partner?
Day 1: yes
Day 2: yes
Day 3: yes
Day 4: yes
Day 5: yes
Day 6: yes
Human Generated Summary AI Generated Summary

SELECTED TO
SEND TO CAREGIVER

This past week was very good.
When we see each other again there
are things that I would like to do with you.

<16A-CG>, this week’s experiences
were a mix. Some moments were
excellent, very good, and good.
However, there were also times
when you seemed to be hiding or
not understanding. I hope you’re happy
next time because you were sick today.
Also, I’d love to dance with you next time.
Looking forward to seeing you again!
Yes, yes, yes!
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4.3 Pilot Study Reflection

The pilot study revealed both promising findings and areas for improvement in encouraging articulation through
self-reflection and expression of needs among care partners. While participants logged many reflections (N=894)
demonstrating engagement with the tool, the abundance of one-word responses, rather than descriptive responses,
negatively impacted the summary response quality, highlighting the need for more thought-provoking reflection
prompts. Further, emerging themes focused on wanting to seek deeper connection and quality time showed the
importance of addressing emotional needs in care partner relationships. Additionally, there was a slight preference
for human-generated content (see Figure 3). These insights informed the field study, where we aimed to address
the identified limitations in reflection questions. By expanding the research for the field study, we sought to gain
further understanding of how CareJournal could effectively support need articulation and communication between
care partners, while also exploring the broader question of: What effects do AI-based articulation tools have on care
partners’ relationships?

5 Findings: Field Study

5.1 CareJournal Usage

5.1.1 Reflections. In our evaluation, we gathered log data of participants’ CareJournal use, which included daily
reflections between older adult care receivers and their caregivers and summaries shared with care partners. During
the Field Study, we made improvements to the system based on data from the Pilot study and increased the number of
care partner dyads. As described in the methods section, care reflection questions were changed in the field study to
promote more descriptive answers. These changes led to an increase in usage, with care partners logging a total of
1,413 reflections. Older adult care receivers created 660 (weekly average: 41) reflections, while caregivers created 753
(weekly average: 47) reflections (see Table 6). Additionally, by modifying the reflection prompts, we observed a decrease
in non-descriptive responses, with only 176 (12.46%) falling into this category, compared to 275 (31%) in the pilot study.
For example, during the pilot study, older adult care receiver 16B-CR’s responses were brief, commonly less than three
words (as seen in Table 5). In contrast, during the field study, 16B-CR’s responses offered more detailed responses that
provided rich insights into their experiences and desired changes (Table 7). Instead of one-word responses, 16B-CR
began sharing specific feedback, such as "would have been helpful to know beforehand how long that we would be exploring

so that I could have been more organized about food preparation." This type of detailed response allowed caregivers to
receive valuable insights into how to better maintain routines and allowed the older adult care receiver the ability to
express their needs in detail. Care partners like 24A even described the helpfulness of having open-ended care reflection
questions:

“Yeah, I thought they were open-ended enough where you could get detailed, but open enough that you

could just be a little general about things. I thought the questions was good.”–24A-CG

This shift highlights the importance of thoughtful prompt design in eliciting more substantive and detailed responses.

Table 6. Reflection Frequency by Care Partner Type

Total
Reflections

Reflections from
Care Receivers

Reflections
from Caregivers

Field Study 1413 660 753
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Table 7. Field Study Reflections & Summary Examples

Field Study – Week 2 - Participant 16B-CR

Q1: What did you like about the experiences that you had
with your care partner today?
Day 1: it was a good day today with loving memories
Day 2: I loved the live concert experience
Day 3: I am thankful he drove me to my friend’s death anniversary
Day 4: we relaxed

Q2: What would you have wanted to do differently today?
Day 1: to be more organized about food
Day 2: I would have liked to do some home chores and
plan for the week but also enjoyed the outing though
Day 3: wish I had more time at the place
Day 4: it’s good to have a relaxing day with a busy week

Q3: What would you have wanted your care partner to do differently today?
Day 1: would have been helpful to know beforehand how long
that we would be exploring so that I could have been more organized
about food preparation
Day 2: have a combination of the outing and also chores
Day 3: if it didn’t rain so we didn’t have to take a long time to drive
Day 4: to not be always busy but to have a holiday once in a while

5.1.2 Care Summaries. In our prior work, older adults [81] expressed skepticism of AI’s ability to create a good summary.
However, we found that there were no observable differences between participants choosing the human-generated
care summary (N=60) over the AI-generated care summary (N=62) (as seen in Figure 3). These findings challenge the
previously expressed skepticism by showing the quality of AI-generated content has the potential to meet the needs of
older adult care receivers and their care partners.

We found that participants favored care summaries that contained detailed content relevant to their shared experi-
ences, had a conversational flow, accurately represented care partners’ words and meanings, and were written in an
emotional tone that resonated with their feelings and communication styles.

Detailed Content: Older adult care receivers primarily described selecting summaries to send to their caregivers
that included more detail and relevance to their shared experiences with their care partner. Care receivers valued
comprehensiveness in the summaries. For instance, 22B-CR explained:
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Fig. 3. Care Partner preferences between AI-Generated and Human-Written summaries. Summaries were categorized as unspecified
when participants did not choose a summary for that week or requested that their summary not be shared with their care partner

‘On a couple of occasions, maybe two or three. The summary that I did not choose was because it did not

state everything that the other summary did. So, if one summary was more conclusive of what we had

talked about, that would be the one that I would choose.’–22B-CR

When given the choice between two summaries, 22B-CR chose the content that provided more detail about things
she discussed with her care partner. Table 8 presents the human-written and AI-generated care summary that 22B-CR
chose to send to her caregiver during week two of the Field Study. Despite the similarities in content between the two
care summaries, 22B-CR selected the AI-generated care summary for her caregiver. The AI-generated summary showed
more expressions of gratitude and satisfaction, such as "Today was perfect, and I appreciate the information you shared
and the resources you gave me.", which was not fully expressed in the human-written summary.

Table 8. Detailed Content Example

Participant 22B-CR

Human Generated Summary AI Generated Summary
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These past few days I liked the article you
suggested on how to prevent being a victim
of scams. I also enjoyed the discussion we
had on food and good and bad cholesterol.
I wish I had a little more time to read other
articles about scams, but I really appreciated
the resource you gave me. You listened and
gave me good suggestions. Our days together
were good and the information we shared
was timely.

SELECTED TO SEND TO CAREGIVER

Hi 22A-CG, I really enjoyed today’s
experiences with you. I liked learning
about scam artists and discussing good
and bad cholesterol. The article you
suggested on preventing scams was helpful.
I wouldn’t have done anything differently
today; it was such a beautiful day and I wish
I had more time to read other articles. Overall,
you did a good job listening and giving
suggestions. Today was perfect, and I appreciate
the information you shared and the resources
you gave me. Thanks, 22B_CR

Flow & Accuracy: Participants also favored summaries that felt natural and accurately reflected their intended
messages conveyed through their self-reflection. For instance, one caregiver describes,

‘it’s more with the flow and making sure that it’s expressing really what I wanted to say. That’s a big thing.

So you want to make sure that what you really said is not lost when it’s been compiled.’–10A-CG

However, there were instances where the AI tool generated inaccurate care summaries, which participants found
frustrating and misleading. For example, 20A-CG described how one of the summaries she had to choose from included
more information than she wrote in her reflection:

‘There were times when I would listen to my summary and it was talking about things I didn’t even do. One

was wound care or something. I wrote it down, but it’s at home. But stuff like that, it did get a few of those

things wrong. So it must just be the way that it’s perceiving our voice or the way we’re talking.’–20A-CG

Table 9 shows the summaries she chose, but the AI-generated summary was the summary she described in the
previous quote. When we compared the details of the AI summary to the reflections logged there was no instance of
20A-CG mentioning a need for a ‘wound nurse to come.’ This presents a flaw in AI generation, causing AI hallucinations,
where the AI gives persuasive, yet inaccurate or misleading responses [2, 9]. This emphasizes the need to continue to
incorporate humans in the loop when designing AI-powered reflection tools. We discuss this further in the Discussion
section.
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Table 9. Flow & Accuracy Example

Participant 20A-CG

Human Generated Summary AI Generated Summary

SELECTED TO SEND TO
OLDER ADULT CARE RECEIVER

<20B-CR>these past few days it was great
to that we were about to get outside and
get a lot of house tours done. I would like to
continue to spend a little more time outside.
I also need to get the medications in order.
<20B-CR>let’s work on you getting a little
more exercise in by taking a walk outside.

Today was a great day with <20A-CG>. We
were able to go outside, she was engaged
with the nurses, and seemed happy and
healthy. We also got a lot of house tours
done. One thing I would have wanted to
do differently is to spend more time outside
and play with the echo device. I also wanted
the wound nurse to come and for the
medications to be in order. As for <20B-CR>, I
would have liked her to do a little more exercise
and be more responsive to the nurses. A little
more activity would be good.

Emotional Tone: Summaries with an emotional or personal tone were often preferred over more formal summaries.
Participants valued directness in the summaries, as it aligned with their typical conversational communication styles.
The summary’s tone influenced their choices based on how well it resonated with their feelings at the time. Some
participants considered how a summary might make the older adult care receiver feel, opting for a more positive
framing if they thought a particular phrasing could elicit a negative response. For example, 15A-CG mentioned how
many of her daily reflections may have been negative, but she mentioned that she ultimately wanted the summary to
be positive, which we show in Table 10:

‘I had so much negativity going on when I was giving my reflections. But I wanted something positive

to be heard from my dad, from me. So I think that’s what I was looking for in picking those type of

summary’–15A-CG

In this example, the human summary, which participant 15A-CG sent to their care partner, shows more consideration
for the older adult care receiver’s feelings and takes a more proactive stance in finding solutions. While the AI summary
conveyed similar information, it did so in a more detached and less emotionally sensitive manner.
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Table 10. Emotional Example

Human Generated Summary AI Generated Summary

SELECTED TO SEND TO
OLDER ADULT CARE RECEIVER
A few day this week you were in a good mood, I
would not have wanted anything to go differently
on those days. However, on other days you were
acting silly. It would be helpful if you were less
agitated and instead happier. I will try to find ways
to make you calmer. I will try playing some Sri
lanken music.

Hey 20B-CR, this week’s experiences were not
the best. You were acting silly and not cooperating.
I would have liked to make you calmer, maybe by
playing some Sri Lankan music. Overall, I wouldn’t
want much to be different, except for you to be
less agitated and happier.

5.2 CareJournal Areas of Impact

In the previous section, we described care partner reflection content and summary choices. In this section, we delve
deeper into how these types of reflections impacted care partner relationships through strengthening connections and
creating space for recollection and articulating needs.

5.2.1 Strengthening Care Partner Connection. Our analysis of interviews and daily reflections revealed that Care-
Journal enabled care partners to express their desire for stronger connections, fostered more focused and intentional
communication, and enhanced the awareness of each other’s needs by facilitating the articulation of wants and needs.

Need for Connection through Quality Time & Meaningful Interactions: Through analysis of reflections, we
found that care partners consistently expressed a desire to increase connection and share time with their loved ones.
They frequently logged reflections about lacking connection on a specific day (N=16CG, N=7CR) and quality time due
(N= 12CG; N=29CR) to busy schedules with work and medical appointments. Overall, care partners expressed wanting
to spend valuable time together. Some care partners, primarily older adult care receivers, also expressed ways they
wanted to strengthen connections through physical touch (e.g., kisses and hugs) (N=0CG; N=5CR). Others emphasized
conversations (N=8CG; N=7CR), describing their wish to tell their care partner they love them, ask questions, and share
information about each other’s day and needs (Table 11). These reflections highlight the need to provide caregivers with
tools and support systems that facilitate meaningful engagement, communication, and togetherness with their loved
ones. This shows that CareJournal served as a communication tool that helped older adult care receivers articulate
emotional and relational needs that may have otherwise gone unspoken, given that they expressed higher numbers of
expressions about a need for quality time and physical connection than caregivers.
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Table 11. Reflection Theme: Connections

Themes Examples

Lack of Connection
CG: I didn’t see much of [8B-CR] today because
he had dialysis I missed him –8A-CG
CR: well they were limited because we’re both
very busy and I was out in about –18B-CR

Quality Time
CG: yes to spend more time to understand the
thoughts and feelings of him –15A-CG
CR: spend less time with sleep and more time
with [17A] –17B-CR

Physical Touch CR: physical affection I miss it –21B-CR
Through

Conversation
CG: I would have like to talk to you more–14A-CG
CR: I would have wanted to have more time with
her and talk over my health care–1B-CR

Focused Connection: During separate interviews, 22A-CG and 22B-CR shared how logging reflections daily using
CareJournal allowed them to focus their conversations and be more intentional with their relationship.

‘ I think it made us, as I mentioned before, focus on things that were more important and prioritize and

look at it in an intentional fashion.’– 22B-CR

While this dyad maintained frequent conversations prior to using CareJournal, with 22B-CR noting that they ‘talk

about so many different things.’ However, there was an imbalance in their communication as 22B-CR described herself
as more talkative than her caregiver. CareJournal brought a balance to their interactions, with 22B-CR noting that she
felt like she was, ‘limiting her <22A-CG> because I am the talker and she’s the listener. So, it balanced it out a little bit

for me.’ Through CareJournal’s reflective design, 22A-CG and 22B-CR found new ways to deepen their relationship. It
enabled them to document and revisit important conversations that previously often got buried in one conversation,
while it helped them dive deeper into topics that matter to the care receiver. CareJournal changed their frequent casual
conversations into opportunities for deeper understanding and connection.

Improved Awareness of Needs: CareJournal contributed to the awareness of needs between older adult care receivers
and caregivers. For example, care receivers were able to inform their caregiver of when they wanted to buy items or
complete tasks within their home. For example, 25A-CG mentioned how using CareJournal with her grandmother
made her aware of other tasks that her grandmother needed that 25A-CG commonly overlooked, but 25B-CR described
needing support with:

“25B-CR needed help in the back of her patio. I don’t usually go out there . . . That was nice to know that she

needed help organizing. Last week I was able to throw away an old bookshelf she had put out there. So stuff

like that, things that I overlook”–25A-CG

This heightened awareness was also observed through reflections and confirmed through interviews with care
partners. Throughout the study, 14A-CG made reflections requesting 14B-CR to be respectful of her work schedule,
while 14B-CR asked that 14A-CG notify her when leaving the house and to spend time together. 14A-CG mentioned:
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‘I do feel like communications have been calmer . . . I think that communication has been a little easier. And

I’ve noticed things like before, I might get an email or I might get a phone call with a voicemail followed up

by a text, followed up by an email, and I really haven’t seen as much of that over this past month.’–14A-CG

14B-CR expressed how this awareness of need resulted in improvement in communication, which positively impacted
her because she felt listened to and felt that her feelings had value.:

‘So 14A-CG is very, very, very busy. She has a lot of responsibilities, and I’m stuck in bed. When some of the

summaries pointed out specific things that I had done or held back from doing and how she appreciated

that, that made me feel really good. I feel this has helped a lot with our communication.’ –14B-CR.

CareJournal served as an ‘intermediary’ that highlighted potential changes in the care relationship and positively
impacted routine communication between care partners. This was impactful for older adult care receivers, as it provided
them with a structured way to voice their needs and feel validated in their care relationship.

5.2.2 Recalling Activities & Moods. Another prominent theme from reflections was articulation, where care partners
documented various conversations, activities, moods, and behaviors of their care partner.

In the field study, we saw there was a great emphasis on recalling personal activities (N=76CG; N=71CR ) and moods
or behaviors (N=40CG; N=26CR ). In this study, personal activity reflections logged by caregivers were more focused on
task completion, leisure activities, and enjoyment in supporting their care receiver. Older adult care receivers’ reflections
recalled personal activities related to preparing for events, food, shopping, and exercising. Care partners also logged
care-related tasks like going to or preparing for medical appointments and caregiving assistance (N=37CG; N=20CR).
Reflections also highlighted positive conversations and the joy of sharing information between partners (N=36CG;
N=22CR) (see Table 12).
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Table 12. Reflection Theme: Recalling

Field Study

Mood & Behavior

CG: we had some good chats today mom was a
little sad about death of someone from church I’m
glad I was able to get her more info about what
happened - 11A–CG
CR: she did everything perfect today–20B-CR

Personal Activities

CG: 22B-CR and I went on several errands
and we were just both noticing the technology
that is used and all our everyday errands that
we do–22A-CG
CR: I was very fortunate to be able to take her
to church this morning and be with her last evening
at the Andrea Bocelli concert I was very fortunate
to be able to share that experience with her–27B-CR

Medical/ Health
Conditions

CG: he went to physical therapy and got more
clarification and what will make him better –18A-CG
CR: I probably should have taken a second
antidepressant but I didn’t–21B-CR

Care Activities

CG: today we were able to do some more meal prep
which is great therapy for my mom we were also able
to pay some bills get outside and take a walk and do
some PT inside –20A-CG
CR: I like that she was able to come in and change
me at good times –14B-CR

Positive Conversations

CG: I enjoy sharing information that I think would
be very useful to her and the you know now and in
the future it’s been very useful to me so I like to see
her use instacart and I think she would like it –22A-CG
CR: very good 27A was very understanding we
discussed a lot of things and I was very pleased–27B-CR

Impact of Recalling: Participants describe the positive impact of reflecting on their day. They find value in
articulating ways to improve their care experiences, identifying tasks and actions they need to take, and simply
reminiscing about the conversations and experiences of that day. For example, 15A-CG describes using CareJournal to
help her recall her own actions of the day and how she treated her father:

‘I do think it’s just really helpful for me as a caregiver, just kind of like therapy is. Reflecting on my own,

of how I acted, how I treated, how I felt during my caregiving experience with my dad. So, I thought that

was very important to me, and also it helps me a bit to be more present and to always look at the positive

thing.’-15A-CG
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Beyond reflecting on one’s personal actions, care partners also highlighted how CareJournal helped them treasure daily
moments and create more meaningful reflections. Amongst many participants, recalling was described as a time to
treasure the moments of the day because moments can pass quickly. Having a dedicated time to reflect on the day’s
interactions and activities helped to create their daily reflection.

‘That makes you think about the situation and sort of evaluate yourself what it is that’s really happening.

Then you kind of put that into your sentence or your reflection to share that.’–10A-CG

However, the act of recalling was not an entirely positive experience for everyone. For instance, 8B-CR described how
he found the repetitive daily reflection question to be a sobering reminder of the limitations imposed by his current
living circumstances.

“Well, my life is kind of limited to being inside a lot, not dealing with many people, We have friends, but

my daily reflections to me were very repetitive. And that was disappointing to me because that showed me

the limited life living,”–8B-CR

Throughout the interview, 8B-CR continuously described how he was disappointed because the questions were
repetitive, but the repeating nature also presented him with his reality. Revisiting the routines and constraints of their
day-to-day life through the reflections proved daunting, highlighting how the simple act of recounting one’s experiences
can surface complex emotions in older adult care receivers, depending on an individual’s situation.

Despite this perspective, the reflections provided participants with an opportunity to be introspective, identify areas
for improvement within their care receiver-caregiver dynamics, and cultivate a greater sense of mindfulness about the
moments they shared. Using CareJournal fostered gratitude, accountability, and connection, while also gently unveiling
the harsh realities some faced in managing difficult life transitions.

5.2.3 CareJournal Constraints and User Frustrations. Speech Input Time: The CareJournal skill was designed as a tool
that allowed older adult care receivers and caregivers to openly express their needs, thoughts, and feelings. However, our
analysis revealed some limitations that hindered this goal. Specifically, 13 care partners, primarily caregivers, described
being frustrated with the skill because of the Alexa device’s tendency to advance to the next question prematurely,
hindering the participant’s ability to fully log their answers to the daily reflection questions. With participants commonly
expressing challenges similar to 22A-CG:

‘I felt it didn’t give me enough time to share my reflection. I was still talking and it would say, "Great," and

then go on to the next thing. And I went to say, "But I’m not finished. I still have more to say.’–22A-CG

This challenge commonly occurred when participants would pause to think or when their response exceeded the
system’s expected response duration. Despite efforts to mitigate these issues through instructing participants to enable
the ‘Adaptive Listening’ accessibility feature, the system still struggled to accommodate natural pauses in the speech
that occur when participants were formulating their thoughts or for participants who have speech impairments due to
health conditions (e.g., stroke, mild cognitive impairments).

In response, care partners created workarounds that ultimately limited Alexa from interrupting. For instance,
participants pre-planned responses before they began the reflection process with CareJournal or care partners altered
their intended message in an effort not to be cut off. While these workarounds allowed Care partners to navigate the
system’s constraints, doing so may have potentially compromised the depth and authenticity of reflections shared.
Specifically, 14A-CG mentioned
Manuscript submitted to ACM
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“I felt like it didn’t give me enough time to speak, so I tried to come in more prepared. . . because I knew it

was going to cut me off, I might have just said, ‘nothing’ <because> I don’t want to get into that <and get

cut off>. So in that aspect, sometimes maybe it wasn’t as helpful to 14B-CR because I didn’t go into enough

detail.” – 14A-CR

This shows the need for more flexible and adaptive voice recognition systems that can better accommodate varying
rhythms, pauses of human speech, and completion of thought, particularly when users are engaging in reflective and
emotionally charged communications.

Recognition of Speech Beyond Standard American English: Our research echoed previous literature [49, 60, 98],
on the challenges of automated speech recognition in diverse communities. We observed difficulties in recognizing
non-standard English names and accents, impacting user experience and data accuracy.

Name recognition issues came about during the setup of CareJournal skill, forcing participants with non-standard
American names to use nicknames. This caused confusion when 24A-CG opened CareJournal to listen to a summary
from her care partner she logged the reflection: “Who is <insert older adult care receiver selected nickname>.” In this
case, the RA contacted the care partners to confirm the name. Similarly, 18B-CG noted, in reflections and during the
interview, Alexa’s consistent mispronunciation of his care partner’s name.

Accent recognition also presented challenges, particularly amongst participants who were South Asian (N=4) and had
a speech impairment. During the Pilot Study, care partner pair 15 was instructed to log daily reflection responses via
text using CareJournal via the Alexa mobile application because the system was unable to recognize 15A-CG speech,
due to her speech impairment. During the Field Study, care partner pair 16 experienced frequent misunderstandings:

‘This time I <had> trouble... Didn’t recognize <my> voice’–16B-CR

These issues led to repeated questions and prompts, potentially hindering the quality of shared reflections logged and
summaries shared.

For a skill like CareJournal, this can be very difficult because the speech that is recognized by Alexa is what is
relayed to the care partner. These observations highlight the need for reflection tools that are inclusive of cultural
differences, in this case, more inclusive speech recognition to text technology in care-oriented spaces, where accurate
communication is essential. While voice assistant limitations like premature speech cutoff and name recognition
issues are well-documented in the literature, their impact in caregiving contexts reveals a more serious concern when
interacting with a reflection tool like CareJournal. These technical constraints can hinder care relationships more. For
instance, the caregiver’s decision to respond with "nothing" rather than risk being cut off (as mentioned by 14A-CR)
represents a breakdown in care communication, which goes against the goal of CareJournal. This censorship to not be
cut off has the potential to compromise care quality by limiting vital health updates for the older adult care receiver,
emotional support, and daily observations that could potentially improve the care relationship between care partners.

5.3 Care Partners’ Envisioned Use for CareJournal

5.3.1 CareJournal for Care Teams. Care partners highlighted the potential benefit of CareJournal for external paid
caregivers and those in special care situations (e.g., bedridden, those with cognitive decline). This insight suggests that
while CareJournal may not be universally beneficial in improving communication for all care partnerships, it has the
potential in specific care contexts. For instance, participants saw value in facilitating communication with multiple
caregivers, particularly in cases where the care partnership extends beyond one older adult care receiver and one unpaid
family caregiver to include a network of paid caregivers. As 21A-CG noted,
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"If somebody had a caregiver service and it wasn’t the same caregiver every day, this would make more

sense because that way if you’re having summaries, the person that needs the care would be able to inform

multiple caregivers." – 21A-CG

In this scenario, CareJournal is positioned as a centralized communication tool within a care network, where summaries
are used as a way to update all caregivers and the older adult care receiver on progress, needs, and opportunities for
improved care.

Although the system was not initially designed for multiple care partners, other participants recognized CareJournal’s
potential for broader use. For example, one participant also envisioned using the tool for facilitating feedback and
updates between families and paid caregivers. 24A-CG suggested the tools to use with in-home nurses:

‘I also thought it would be a good device for me to use with the nurses when they come in, instead of them

texting me about something, they could just put it in the CareJournal and update me on what’s going on

and what they’re doing.’–24A-CG

These insights open up new avenues for the application of reflection tools in more complex caregiver–care receiver
dynamics, particularly in situations where traditional face-to-face communication may be limited or challenging. These
findings show that CareJournal has the potential to empower older adult care receivers to continue to actively participate
in their care management across diverse care partner dynamics.

5.3.2 Review & Editing. Caregivers expressed interest in features allowing them to review and edit responses before
submissions, indicating a desire for greater user control. As mentioned in prior work [22], the speech-to-text sometimes
resulted in inaccuracies in care partner reflections and summaries (see Table 9). This was sometimes caused by not
being able to complete a thought due to speech time and speech recognition. However, reviewing and editing were
described as a way to fix errors that may appear in the reflections, caregiver 20A-CG suggested,

"If I could read what I said on the screen before I sent it. Or just edit it, like I said, because when it cuts

you off, like, ’Hey, would you like to rerecord that?’ And then you say yes, and you are able to rerecord it."

–20A-CG

Caregiver 16A-CG, had similar sentiments, but in reference to the summaries that were generated by AI and human
researchers. Although care partners did have the ability to review and choose a summary to send to their care partner,
having the ability to edit summaries was noted:

‘I’m sending something and if I can review myself what I’m sending before it’s sent, and then I can just at

least correct Alexa on that before.’–16A-CG

Such features could address the challenges with premature cut-offs and enable more thoughtful, complete reflections
and summaries.

5.3.3 Patterns of Use: Frequency and Situational. Frequency of Use: During the Field Study interviews, care partners
were asked if they would continue using CareJournal if given the opportunity. Caregivers responded positively, but
suggested adjusting the frequency where care partners logged summaries to better fit their care routine. For example,
20A-CG noted:

‘Well, not daily, but I think if you can establish a rhythm, in terms of what’s going to work for you, what

you find to be the most productive, that would be a good thing, yeah.’–18A-CG
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Another caregiver mentioned the repetitiveness of the questions (i.e., having the same reflection questions every day)
caused her to want to change the frequency of use:

‘I certainly would, I just don’t know if I would use it every single day. Because I think the questions

are repetitive. I think there needs to be different questions and I think there needs to be some editing

choices.’–20A-CG

While this shows CareJournal’s potential, this suggests the need for users to be able to choose how often they want to
log reflections according to their care routines.

Situational Use: Beyond the frequency of use, care partners also mentioned they would only continue using
CareJournal in specific situations. For instance, during the study, 1B-CR noted:

‘I don’t know that I would <use CareJournal if I did not have a surgery coming up or a specific appointment

that I needed to talk about> because it’s easier to text.’–1B-CR

Other care partners agreed with this sentiment, noting that they would use it if there was a breakdown in communication
or in their usual care routine. 17A-CG explained,

‘Maybe if something changed about our communication, or maybe if 17B-CR got worse <MCI DIAGNOSIS>,

but right now, no.’–17A-CG

These examples mentioned by care partners highlight a need to allow for more personalized usage patterns, which
could lead to better adoption and more sustainable use in various caregiving contexts.

These insights from care partners highlight the potential broader usage of CareJournal beyond its initial design.
The feedback suggests that future iterations of such tools should prioritize customizable features, adjustable usage
frequencies, and the ability to cater to complex care networks, thereby enhancing their utility across a wider range of
caregiving contexts and needs.

6 Discussion

Our findings highlight how AI tools can support reflection and communication between care partners. In addressing our
research questions, we describe how design features such as daily open-ended prompts contributed towards care partner
need articulation (RQ1) and describe how CareJournal, an AI articulation tool, has positive effects on care relationships
simply by encouraging routine reflection (RQ2). We use this section to articulate opportunities for generative AI to
support older adults’ care relationships, recommending adaptive articulation approaches that vary based on care partner
dynamics.

6.1 AI in Care Articulation

We observed how changes in reflection prompts affected care partners’ preferences for human vs. AI summaries from
the Pilot Study to the Field Study. We extend research highlighting prompt engineering’s role in ML [31] to care contexts.
Specifically, we found that yes/no questions were quicker and perhaps easier for participants to respond to but did
not produce rich enough reflection responses to generate meaningful AI summaries, which limited their care partners
aligning. This insight aligns with guidance for prompt specificity and clarity [31]. It also suggests that the effectiveness
of AI in this context is not only about the capabilities of AI’s capabilities, but how we design human-AI interactions to
elicit rich and meaningful interactions.
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While aging, HCI, and robotics scholars have debated AI’s role in replacing older adults’ human interactions (e.g.,
social robotics, "creepy" anthropomorphism) [35, 66, 76, 83, 85, 93], our research shows that AI can play a role in
supporting human-human relationships and communication. This aligns with prior work in that shows human-AI
collaboration can support human-to-human relationships and interaction by improving English communication skills
for people with intellectual disabilities [32], engaging in conversations with Native speaker [30], and relationship
development amongst high school students [50] Our findings showed how participants often preferred AI-generated
summaries over human-generated summaries. Our findings suggest that generative AI can summarize complex, everyday
care experiences into relevant, succinct summaries. Future work could explore how AI can identify long-term trends
and patterns in care relationships.

There is a growing body of literature describing concern over AI for emotion and disability detection (e.g., [12,
34, 80, 94]). In contrast to AI being used to detect, which promotes an approach that problematizes aging, we push
researchers and technologists to consider articulation-driven AI. In doing so, we argue that it is critical to develop
approaches to evaluate AI’s effectiveness over time and investigate how it enhances rather than replaces meaningful
human interaction in care relationships. At the end of our four-week field study, participants described how CareJournal
helped them focus and be more intentional in communicating (or articulating) care-related needs. We attribute this
impact to CareJournal serving in an intermediary role in moments of conflict. However, we also acknowledge that
beyond mediation, the act of prompting participants to reflect on their care could trigger an emotional response due to
its conversational nature, which could invoke parasocial effects [56]. Nevertheless, we find that AI can be useful in
supporting meaningful articulation work between care partners.

6.2 Adaptive AI Reflection by Care Dynamic

Although CareJournal was not useful for all care partner relationship types, care partners were able to see CareJournal’s
potential for multiple care partners within a network. In contrast to our initial prototype testing study where care
partners articulated potential differences in CareJournal use by informal care partner role [81], care partners in the
field study discussed how CareJournal might connect with formal health care ecosystems. As shared in Section 5.3.1,
participants described how such an articulation and reflection tool could be helpful to more easily and regularly
communicate with nurses or medical providers. We argue for designing flexible reflection tools that can adapt to specific
care relationships, living arrangements, and communication preferences. Such adaptability could particularly benefit
older adults receiving care, who often have limited opportunities to share their thoughts with their wider support
network.

To enable the ability to adapt reflective tools to dynamic care networks, future reflection tools should adapt to the
diverse needs of different care relationships (e.g., spouses, adult children, nurses) through personalized reflection prompts
that address the unique dynamics and challenges of various care partnerships. For example, reflection prompts for
spousal caregivers might focus on maintaining intimacy and balancing the roles of partner and caregiver, while prompts
for adult children caring for parents could address role reversal and preserving the parent’s dignity. Professional
caregivers might receive prompts emphasizing the maintenance of professional boundaries while still providing
compassionate care. To further enhance personalization, these tools could leverage advancements in generative AI to
analyze care partners’ communication patterns gathered through their responses to reflective questions. By considering
factors such as response patterns, emotional tone, time of day preferences, and language complexity, the AI-driven tool
could dynamically adjust prompts and check-in frequency and tailor summaries to match each care partner’s unique
communication style and needs. This approach would allow reflection tools to offer more relevant and effective support
Manuscript submitted to ACM
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across a wide range of caregiving scenarios, ultimately enhancing the care experience for both caregivers and care
receivers.

These personalized approaches align well with the principles of accessible computing, as they allow the tool to adapt
to users’ individual needs and capabilities, rather than requiring users to adapt to the tool [100]. This adaptive approach
could benefit care partners with varying cognitive abilities, language proficiencies, or those who experience fluctuating
energy levels. However, such feature implementations should continue to focus on ethical considerations, privacy, data
use, and the balance between AI-supportive assistance and human agency in reflection.

7 Limitations

There are some limitations to the generalizability of our findings. First, we note that we evaluated a conversational
scaffolding tool with one type of voice assistant - the Amazon Alexa Show, which is a standalone device with a screen.
However, voice assistants can take different forms and findings may be different depending on the voice assistant brand
and screen presence. Some outcomes, such as voice capture timeout length, may also differ depending on the device.
Additionally, the relatively small sample size limits our ability to capture the full scope of participants’ needs and lived
experiences, potentially affecting the generalizability of our findings.

8 Conclusion

Our four-week CareJournal pilot and field studies demonstrate the potential for AI-powered tools to support reflections
and need articulation within care partner relationships. Findings emphasize technology’s ability to capture reflections
and act as an intermediary in supporting care partners through challenging communication points in their relationships.
The study also reveals the importance of designing flexible reflection tools that adapt to specific care dynamics, living
arrangements, and communication preferences, particularly amongst older adult care receivers. Future research should
delve deeper into personalized prompts and AI-driven customization that can enhance the relevance and effectiveness
of such tools, ultimately improving the care experiences for both the older adult care receiver and the caregiver.

References
[1] Noura Abdi, Kopo M. Ramokapane, and Jose M. Such. 2019. More than Smart Speakers: Security and Privacy Perceptions of Smart Home Personal

Assistants. In Proceedings of the Fifteenth USENIX Conference on Usable Privacy and Security (SOUPS’19). USENIX Association, USA, 451–466.
[2] Najeeb Gambo Abdulhamid, Millicent Ochieng, Kalika Bali, Elizabeth Ankrah, Naveena Karusala, Keshet Ronen, and Jacki O’Neill. 2023. Can large

language models support medical facilitation work? A speculative analysis. In Proceedings of the 4th African human computer interaction conference.
Association for Computing Machinery, 64–70.

[3] Administration for Community Living. 2023. National Strategy to Support Family Caregivers. https://acl.gov/CaregiverStrategy. Accessed:
2023-07-27.

[4] Allan J. Applebaum. 2022. There is nothing informal about caregiving. Palliative & Supportive Care 20, 5 (2022), 621–622. https://doi.org/10.1017/
S1478951522001092

[5] Anneliese Arnold, Stephanie Kolody, Aidan Comeau, and Antonio Miguel Cruz. 2022. What Does the Literature Say about the Use of Personal
Voice Assistants in Older Adults? A Scoping Review. Disability and Rehabilitation: Assistive Technology 0, 0 (2022), 1–12. https://doi.org/10.1080/
17483107.2022.2065369

[6] Victoria Bartle, Laura Albright, and Nicole Dell. 2023. ‘This machine is for the aides’: Tailoring Voice Assistant Design to Home Health Care Work.
In Proceedings of the 2023 CHI Conference on Human Factors in Computing Systems. Association for Computing Machinery, New York, NY, USA,
1–19. https://doi.org/10.1145/3544548.3581118

[7] Vince Bartle, Janice Lyu, Freesoul El Shabazz-Thompson, Yunmin Oh, Angela Anqi Chen, Yu-Jan Chang, Kenneth Holstein, and Nicola Dell. 2022.
“A Second Voice”: Investigating Opportunities and Challenges for Interactive Voice Assistants to Support Home Health Aides. In Proceedings of
the 2022 CHI Conference on Human Factors in Computing Systems (CHI ’22). Association for Computing Machinery, New York, NY, USA, 1–17.
https://doi.org/10.1145/3491102.3517683

Manuscript submitted to ACM

https://acl.gov/CaregiverStrategy
https://doi.org/10.1017/S1478951522001092
https://doi.org/10.1017/S1478951522001092
https://doi.org/10.1080/17483107.2022.2065369
https://doi.org/10.1080/17483107.2022.2065369
https://doi.org/10.1145/3544548.3581118
https://doi.org/10.1145/3491102.3517683


1717

1718

1719

1720

1721

1722

1723

1724

1725

1726

1727

1728

1729

1730

1731

1732

1733

1734

1735

1736

1737

1738

1739

1740

1741

1742

1743

1744

1745

1746

1747

1748

1749

1750

1751

1752

1753

1754

1755

1756

1757

1758

1759

1760

1761

1762

1763

1764

1765

1766

1767

1768

34 Johnson et al.

[8] Isabelle Baszanger. 2015. Strauss, Anselm (1916–96). In International Encyclopedia of the Social & Behavioral Sciences (Second Edition), James D.
Wright (Ed.). Elsevier, Oxford, 527–532. https://doi.org/10.1016/B978-0-08-097086-8.61294-1

[9] Emily M Bender, Timnit Gebru, Angelina McMillan-Major, and Shmargaret Shmitchell. 2021. On the dangers of stochastic parrots: Can language
models be too big?. In Proceedings of the 2021 ACM conference on fairness, accountability, and transparency. Association for Computing Machinery,
610–623.

[10] Erin Beneteau, Olivia K. Richards, Mingrui Zhang, Julie A. Kientz, Jason Yip, and Alexis Hiniker. 2019. Communication Breakdowns Between
Families and Alexa. In Proceedings of the 2019 CHI Conference on Human Factors in Computing Systems (CHI ’19). Association for Computing
Machinery, New York, NY, USA, 1–13. https://doi.org/10.1145/3290605.3300473

[11] Paul N Bennett, Wei Wang, Mel Moore, and Cate Nagle. 2017. Care partner: A concept analysis. Nursing outlook 65, 2 (2017), 184–194.
[12] Clara Berridge and Alisa Grigorovich. 2022. Algorithmic harms and digital ageism in the use of surveillance technologies in nursing homes.

Frontiers in Sociology 7 (2022), 957246.
[13] Clara Berridge, Yuanjin Zhou, Amanda Lazar, Anupreet Porwal, Nora Mattek, Sarah Gothard, and Jeffrey Kaye. 2022. Control Matters in Elder

Care Technology:: Evidence and Direction for Designing It In. DIS. Designing Interactive Systems (Conference) 2022 (June 2022), 1831–1848.
https://doi.org/10.1145/3532106.3533471

[14] Caterina Bérubé, Theresa Schachner, Roman Keller, Elgar Fleisch, Florian v Wangenheim, Filipe Barata, and Tobias Kowatsch. 2021. Voice-Based
Conversational Agents for the Prevention and Management of Chronic and Mental Health Conditions: Systematic Literature Review. Journal of
Medical Internet Research 23, 3 (March 2021), e25933. https://doi.org/10.2196/25933

[15] Karen Bonilla, Brian Gaitan, Jamie Sanders, Noami Khenglawt, and Aqueasha Martin-Hammond. 2022. Comparing Older and Younger Adults
Perceptions of Voice and Text-based Search for Consumer Health Information Tasks. AMIA Annual Symposium Proceedings 2021 (Feb. 2022),
227–236.

[16] Virginia Braun and Victoria Clarke. 2006. Using thematic analysis in psychology. Qualitative research in psychology 3, 2 (2006), 77–101.
[17] Robin N. Brewer. 2022. “If Alexa Knew the State I Was in, It Would Cry”: Older Adults’ Perspectives of Voice Assistants for Health. In Extended

Abstracts of the 2022 CHI Conference on Human Factors in Computing Systems (CHI EA ’22). Association for Computing Machinery, New York, NY,
USA, 1–8. https://doi.org/10.1145/3491101.3519642

[18] Robin N. Brewer, Sarita Schoenebeck, Kerry Lee, and Haripriya Suryadevara. 2021. Challenging Passive Social Media Use: Older Adults as
Caregivers Online. Proc. ACM Hum.-Comput. Interact. 5, CSCW1 (April 2021), 123:1–123:20. https://doi.org/10.1145/3449197

[19] Miriam Cabrita, Harm op den Akker, Monique Tabak, Hermie J. Hermens, and Miriam M. R. Vollenbroek-Hutten. 2018. Persuasive Technology
to Support Active and Healthy Ageing: An Exploration of Past, Present, and Future. Journal of Biomedical Informatics 84 (Aug. 2018), 17–30.
https://doi.org/10.1016/j.jbi.2018.06.010

[20] Katerina Cerna, Claudia Müller, Dave Randall, and Martin Hunker. 2022. Situated Scaffolding for Sustainable Participatory Design: Learning
Online with Older Adults. Proc. ACM Hum.-Comput. Interact. 6, GROUP (Jan. 2022), 12:1–12:25. https://doi.org/10.1145/3492831

[21] Chen Chen, Janet G Johnson, Kemeberly Charles, Alice Lee, Ella T Lifset, Michael Hogarth, Alison A Moore, Emilia Farcas, and Nadir Weibel. 2021.
Understanding Barriers and Design Opportunities to Improve Healthcare and QOL for Older Adults through Voice Assistants. In Proceedings of the
23rd International ACM SIGACCESS Conference on Computers and Accessibility (ASSETS ’21). Association for Computing Machinery, New York, NY,
USA, 1–16. https://doi.org/10.1145/3441852.3471218

[22] Chen Chen, Ella T Lifset, Yichen Han, Arkajyoti Roy, Michael Hogarth, Alison A Moore, Emilia Farcas, and Nadir Weibel. 2023. Screen or No
Screen? Lessons Learnt from a Real-World Deployment Study of Using Voice Assistants With and Without Touchscreen for Older Adults. In
Proceedings of the 25th International ACM SIGACCESS Conference on Computers and Accessibility (New York, NY, USA) (ASSETS ’23). Association for
Computing Machinery, New York, NY, USA, Article 52, 21 pages. https://doi.org/10.1145/3597638.3608378

[23] Tianyu Chen, Cynthia Lee, John R. Mindel, Nehme Elhaouij, and Rosalind Picard. 2023. Closer Worlds: Using Generative AI to Facilitate Intimate
Conversations. In Extended Abstracts of the 2023 CHI Conference on Human Factors in Computing Systems. Association for Computing Machinery,
New York, NY, USA, 1–15. https://doi.org/10.1145/3544549.3585651

[24] Yu Chen, Victoria Ngo, and Sung-Yueh Park. 2013. Caring for caregivers: Designing for integrality. In Proceedings of the 2013 Conference on Computer
Supported Cooperative Work. Association for Computing Machinery, New York, NY, USA, 91–102. https://doi.org/10.1145/2441776.2441789

[25] M. G. Cherry, J. R. Ablett, J. M. Dickson, D. Powell, S. Sikdar, and P. Salmon. 2019. A Qualitative Study of the Processes by Which Carers of People
with Dementia Derive Meaning from Caring. Aging & Mental Health 23, 1 (Jan. 2019), 69–76. https://doi.org/10.1080/13607863.2017.1393792

[26] Nai-Ching Chi and George Demiris. 2015. A Systematic Review of Telehealth Tools and Interventions to Support Family Caregivers. Journal of
Telemedicine and Telecare 21, 1 (Jan. 2015), 37–44. https://doi.org/10.1177/1357633X14562734

[27] E. Jean Clarke, M. Preston, J. Raksin, and Vern L. Bengtson. 1999. Types of Conflicts and Tensions Between Older Parents and Adult Children. The
Gerontologist 39, 3 (1999), 261–270. https://doi.org/10.1093/geront/39.3.261

[28] Elaine Czech, Ewan Soubutts, Rachel Eardley, and Aisling Ann O’Kane. 2023. Independence forWhom? A Critical Discourse Analysis of Onboarding
a Home Health Monitoring System for Older Adult Care. In Proceedings of the 2023 CHI Conference on Human Factors in Computing Systems (CHI
’23). Association for Computing Machinery, New York, NY, USA, 1–15. https://doi.org/10.1145/3544548.3580733

[29] José de São José, Rita Barros, Sandra Samitca, and Alexandra Teixeira. 2016. Older persons’ experiences and perspectives of receiving social care: A
systematic review of the qualitative literature. Health & Social Care in the Community 24, 1 (2016), 1–11. https://doi.org/10.1111/hsc.12186

Manuscript submitted to ACM

https://doi.org/10.1016/B978-0-08-097086-8.61294-1
https://doi.org/10.1145/3290605.3300473
https://doi.org/10.1145/3532106.3533471
https://doi.org/10.2196/25933
https://doi.org/10.1145/3491101.3519642
https://doi.org/10.1145/3449197
https://doi.org/10.1016/j.jbi.2018.06.010
https://doi.org/10.1145/3492831
https://doi.org/10.1145/3441852.3471218
https://doi.org/10.1145/3597638.3608378
https://doi.org/10.1145/3544549.3585651
https://doi.org/10.1145/2441776.2441789
https://doi.org/10.1080/13607863.2017.1393792
https://doi.org/10.1177/1357633X14562734
https://doi.org/10.1093/geront/39.3.261
https://doi.org/10.1145/3544548.3580733
https://doi.org/10.1111/hsc.12186


1769

1770

1771

1772

1773

1774

1775

1776

1777

1778

1779

1780

1781

1782

1783

1784

1785

1786

1787

1788

1789

1790

1791

1792

1793

1794

1795

1796

1797

1798

1799

1800

1801

1802

1803

1804

1805

1806

1807

1808

1809

1810

1811

1812

1813

1814

1815

1816

1817

1818

1819

1820

Evaluating an AI-Powered Reflection Tool for Care Partners 35

[30] Yuanlin Deng, Kaiyu Wen, Daniel G Dusza, and Hui-Wen Huang. 2024. AI-supported Authentic Communication with Native Speakers: Exploring
EFL Learners’ Willingness to Communicate and Emotional Changes. In Proceedings of the 2024 International Conference on Innovation in Artificial
Intelligence. 59–64.

[31] Sabit Ekin. 2023. Prompt engineering for ChatGPT: a quick guide to techniques, tips, and best practices. Authorea Preprints (2023).
[32] Mohamed Ali Elkot, Eltaieb Youssif, Omer Elsheikh Hago Elmahdi, Mohammed AbdAlgane, and Rabea Ali. 2025. Generative conversational AI:

Active practices for fostering students with mild intellectual disabilities to improve English communication skills. Contemporary Educational
Technology 17, 1 (2025), ep549.

[33] Catherine J. Evans, Anna E. Bone, Deokhee Yi, Wei Gao, Myfanwy Morgan, Shamim Taherzadeh, Matthew Maddocks, Juliet Wright, Fiona
Lindsay, Carla Bruni, Richard Harding, Katherine E. Sleeman, Barbara Gomes, and Irene J. Higginson. 2021. Community-Based Short-Term
Integrated Palliative and Supportive Care Reduces Symptom Distress for Older People with Chronic Noncancer Conditions Compared with
Usual Care: A Randomised Controlled Single-Blind Mixed Method Trial. International Journal of Nursing Studies 120 (Aug. 2021), 103978.
https://doi.org/10.1016/j.ijnurstu.2021.103978

[34] Elizabeth Ford, Richard Milne, and Keegan Curlewis. 2023. Ethical issues when using digital biomarkers and artificial intelligence for the early
detection of dementia. Wiley Interdisciplinary Reviews: Data Mining and Knowledge Discovery 13, 3 (2023), e1492.

[35] Ioanna Giorgi, Francesca Ausilia Tirotto, Oksana Hagen, Farida Aider, Mario Gianni, Marco Palomino, and Giovanni L Masala. 2022. Friendly but
faulty: A pilot study on the perceived trust of older adults in a social robot. IEEE Access 10 (2022), 92084–92096.

[36] David Gollasch and Gerhard Weber. 2021. Age-Related Differences in Preferences for Using Voice Assistants. In Proceedings of Mensch Und
Computer 2021 (MuC ’21). Association for Computing Machinery, New York, NY, USA, 156–167. https://doi.org/10.1145/3473856.3473889

[37] Rita Gorawara-Bhat, Jessica Graupner, Janet Molony, and Karen Thompson. 2019. Informal Caregiving in a Medically Underserved Community:
Challenges, Construction of Meaning, and the Caregiver–Recipient Dyad. SAGE Open Nursing 5 (2019), 2377960819844670. https://doi.org/10.
1177/2377960819844670

[38] Merryn Gott, Jane Seymour, Gary Bellamy, David Clark, and Sam Ahmedzai. 2004. Older People’s Views about Home as a Place of Care at the End
of Life. Palliative Medicine 18, 5 (July 2004), 460–467. https://doi.org/10.1191/0269216304pm889oa

[39] F. J. Gutierrez and S. F. Ochoa. 2017. It Takes at Least Two to Tango: Understanding the Cooperative Nature of Elderly Caregiving in Latin America.
In Proceedings of the 2017 ACM Conference on Computer Supported Cooperative Work and Social Computing. Association for Computing Machinery,
New York, NY, USA, 1618–1630. https://doi.org/10.1145/2998181.2998314

[40] Christina N. Harrington, Radhika Garg, Amanda Woodward, and Dimitri Williams. 2022. “It’s Kind of Like Code-Switching”: Black Older Adults’
Experiences with a Voice Assistant for Health Information Seeking. In Proceedings of the 2022 CHI Conference on Human Factors in Computing
Systems (CHI ’22). Association for Computing Machinery, New York, NY, USA, 1–15. https://doi.org/10.1145/3491102.3501995

[41] Christina N. Harrington, Ben Jelen, Amanda Lazar, Aqueasha Martin-Hammond, Alisha Pradhan, Blaine Reeder, and Katie Siek. 2021. Taking Stock
of the Present and Future of Smart Technologies for Older Adults and Caregivers. https://doi.org/10.48550/arXiv.2104.00096 arXiv:2104.00096 [cs]

[42] L. L. Huber, K. Shankar, K. Caine, K. Connelly, L. J. Camp, B. A. Walker, and L. Borrero. 2013. How In-Home Technologies Mediate Caregiving
Relationships in Later Life. International Journal of Human–Computer Interaction 29, 7 (2013), 441–455. https://doi.org/10.1080/10447318.2012.715990

[43] Amy S. Hwang, Piper Jackson, Andrew Sixsmith, Louise Nygård, Arlene Astell, Khai N. Truong, and Alex Mihailidis. 2020. Exploring How Persons
with Dementia and Care Partners Collaboratively Appropriate Information and Communication Technologies. ACM Trans. Comput.-Hum. Interact.
27, 6 (Nov. 2020), 46:1–46:38. https://doi.org/10.1145/3389377

[44] Francisco Ibarra, Marcos Baez, Luca Cernuzzi, and Fabio Casati. 2020. A Systematic Review on Technology-Supported Interventions to Improve
Old-Age Social Wellbeing: Loneliness, Social Isolation, and Connectedness. Journal of Healthcare Engineering 2020, 1 (2020), 2036842. https:
//doi.org/10.1155/2020/2036842

[45] B. M. Janssen, T. Van Regenmortel, and T. A. Abma. 2011. Identifying sources of strength: Resilience from the perspective of older people receiving
long-term community care. European Journal of Ageing 8, 3 (2011), 145–156. https://doi.org/10.1007/s10433-011-0190-8

[46] Michael Kardas, Amit Kumar, and Nicholas Epley. 2022. Overly Shallow?: Miscalibrated Expectations Create a Barrier to Deeper Conversation.
Journal of Personality and Social Psychology 122, 3 (March 2022), 367–398. https://doi.org/10.1037/pspa0000281

[47] Naveena Karusala, Azra Ismail, Karthik S Bhat, Aakash Gautam, Sachin R Pendse, Neha Kumar, Richard Anderson, Madeline Balaam, Shaowen
Bardzell, Nicola J Bidwell, Melissa Densmore, Elizabeth Kaziunas, Anne Marie Piper, Noopur Raval, Pushpendra Singh, Austin Toombs, Nervo
Verdezoto, and Ding Wang. 2021. The Future of Care Work: Towards a Radical Politics of Care in CSCW Research and Practice. In Companion
Publication of the 2021 Conference on Computer Supported CooperativeWork and Social Computing (CSCW ’21 Companion). Association for Computing
Machinery, New York, NY, USA, 338–342. https://doi.org/10.1145/3462204.3481734

[48] Sunyoung Kim and Abhishek Choudhury. 2021. Exploring Older Adults’ Perception and Use of Smart Speaker-Based Voice Assistants: A
Longitudinal Study. Computers in Human Behavior 124, C (Nov. 2021). https://doi.org/10.1016/j.chb.2021.106914

[49] Allison Koenecke, Andrew Nam, Emily Lake, Joe Nudell, Minnie Quartey, Zion Mengesha, Connor Toups, John R Rickford, Dan Jurafsky, and
Sharad Goel. 2020. Racial disparities in automated speech recognition. Proceedings of the national academy of sciences 117, 14 (2020), 7684–7689.

[50] Zion Hannah Krullaars, Adinda Januardani, Lin Zhou, and Eva Jonkers. 2023. Exploring initial interactions: High school students and generative ai
chatbots for relationship development. In Mensch und Computer 2023-Workshopband. Gesellschaft für Informatik eV, 10–18420.

[51] Celine Latulipe, Ronnie Dsouza, and Murray Cumbers. 2022. Unofficial Proxies: How Close Others Help Older Adults with Banking. In Proceedings
of the 2022 CHI Conference on Human Factors in Computing Systems (CHI ’22). Association for Computing Machinery, New York, NY, USA, 1–13.

Manuscript submitted to ACM

https://doi.org/10.1016/j.ijnurstu.2021.103978
https://doi.org/10.1145/3473856.3473889
https://doi.org/10.1177/2377960819844670
https://doi.org/10.1177/2377960819844670
https://doi.org/10.1191/0269216304pm889oa
https://doi.org/10.1145/2998181.2998314
https://doi.org/10.1145/3491102.3501995
https://doi.org/10.48550/arXiv.2104.00096
https://arxiv.org/abs/2104.00096
https://doi.org/10.1080/10447318.2012.715990
https://doi.org/10.1145/3389377
https://doi.org/10.1155/2020/2036842
https://doi.org/10.1155/2020/2036842
https://doi.org/10.1007/s10433-011-0190-8
https://doi.org/10.1037/pspa0000281
https://doi.org/10.1145/3462204.3481734
https://doi.org/10.1016/j.chb.2021.106914


1821

1822

1823

1824

1825

1826

1827

1828

1829

1830

1831

1832

1833

1834

1835

1836

1837

1838

1839

1840

1841

1842

1843

1844

1845

1846

1847

1848

1849

1850

1851

1852

1853

1854

1855

1856

1857

1858

1859

1860

1861

1862

1863

1864

1865

1866

1867

1868

1869

1870

1871

1872

36 Johnson et al.

https://doi.org/10.1145/3491102.3501845
[52] Josephine Lau, Benjamin Zimmerman, and Florian Schaub. 2018. Alexa, Are You Listening? Privacy Perceptions, Concerns and Privacy-seeking

Behaviors with Smart Speakers. Proc. ACM Hum.-Comput. Interact. 2, CSCW (Nov. 2018), 102:1–102:31. https://doi.org/10.1145/3274371
[53] Amanda N. Leggett, Bethany C. Bugajski, Laura N. Gitlin, and Helen C. Kales. 2021. Characterizing dementia caregiver style in managing care

challenges: Cognitive and behavioral components. Dementia (London, England) 20, 6 (2021), 2188–2204. https://doi.org/10.1177/1471301220988233
[54] David A Lindeman, Katherine K Kim, Caroline Gladstone, and Ester Carolina Apesoa-Varano. 2020. Technology and Caregiving: Emerging

Interventions and Directions for Research. The Gerontologist 60, Supplement_1 (Feb. 2020), S41–S49. https://doi.org/10.1093/geront/gnz178
[55] Karen S. Lyons, Steven H. Zarit, Aline G. Sayer, and Carol J. Whitlatch. 2002. Caregiving as a Dyadic Process: Perspectives From Caregiver and

Receiver. The Journals of Gerontology: Series B 57, 3 (May 2002), P195–P204. https://doi.org/10.1093/geronb/57.3.P195
[56] Takuya Maeda and Anabel Quan-Haase. 2024. When Human-AI Interactions Become Parasocial: Agency and Anthropomorphism in Affective

Design. In Proceedings of the 2024 ACM Conference on Fairness, Accountability, and Transparency (Rio de Janeiro, Brazil) (FAccT ’24). Association for
Computing Machinery, New York, NY, USA, 1068–1077. https://doi.org/10.1145/3630106.3658956

[57] Sumit Majumder, Emad Aghayi, Moein Noferesti, Hamidreza Memarzadeh-Tehran, Tapas Mondal, Zhibo Pang, and M. Jamal Deen. 2017. Smart
Homes for Elderly Healthcare—Recent Advances and Research Challenges. Sensors 17, 11 (Nov. 2017), 2496. https://doi.org/10.3390/s17112496

[58] Gunilla Martinsson, Ingegerd Fagerberg, Christina Lindholm, and Lena Wiklund-Gustin. 2012. Struggling for Existence-Life Situation Experiences
of Older Persons with Mental Disorders. International Journal of Qualitative Studies on Health and Well-Being 7 (2012). https://doi.org/10.3402/
qhw.v7i0.18422

[59] Graça Melo, João Maroco, and Alexandre de Mendonça. 2011. Influence of Personality on Caregiver’s Burden, Depression and Distress Related to
the BPSD. International Journal of Geriatric Psychiatry 26, 12 (2011), 1275–1282. https://doi.org/10.1002/gps.2677

[60] Zion Mengesha, Courtney Heldreth, Michal Lahav, Juliana Sublewski, and Elyse Tuennerman. 2021. “I don’t think these devices are very culturally
sensitive.”—Impact of automated speech recognition errors on African Americans. Frontiers in Artificial Intelligence 4 (2021), 725911.

[61] Christine Milligan. 2016. There’s No Place Like Home: Place and Care in an Ageing Society. Routledge, London. https://doi.org/10.4324/9781315551128
[62] Karyn Moffatt. 2013. Older-Adult HCI: Why Should We Care? interactions 20, 4 (July 2013), 72–75. https://doi.org/10.1145/2486227.2486242
[63] Darby Morhardt and Marcia Spira. 2013. From Person-Centered Care to Relational-Centered Care. Generations 37 (Sept. 2013), 37–44.
[64] Kellie Morrissey, Doireann Peelo, and Steve Warren. 2022. ’She’s Just My Life’: Digital Design to Support Women’s Self-Other Care in Relationships

with Their Mothers. In Proceedings of the 2022 CHI Conference on Human Factors in Computing Systems (CHI ’22). Association for Computing
Machinery, New York, NY, USA, 1–26. https://doi.org/10.1145/3491102.3517611

[65] Barbara Barbosa Neves, Rachel L. Franz, Cosmin Munteanu, Ronald Baecker, and Mags Ngo. 2015. "My Hand Doesn’t Listen to Me!": Adoption
and Evaluation of a Communication Technology for the ’Oldest Old’. In Proceedings of the 33rd Annual ACM Conference on Human Factors in
Computing Systems (CHI ’15). Association for Computing Machinery, New York, NY, USA, 1593–1602. https://doi.org/10.1145/2702123.2702430

[66] Jamie Ng, Odelia Tan, Alvin Wong, and Koh Wei Kiat. 2012. Older adults’ attitudes toward homes service robots. In Proceedings of the Workshop at
SIGGRAPH Asia (Singapore, Singapore) (WASA ’12). Association for Computing Machinery, New York, NY, USA, 87–90. https://doi.org/10.1145/
2425296.2425312

[67] Caroline Nicholson, Julienne Meyer, Mary Flatley, and Cheryl Holman. 2013. The Experience of Living at Home with Frailty in Old Age: A
Psychosocial Qualitative Study. International Journal of Nursing Studies 50, 9 (Sept. 2013), 1172–1179. https://doi.org/10.1016/j.ijnurstu.2012.01.006

[68] Yohei Noguchi, Hiroko Kamide, and Fumihide Tanaka. 2020. Personality Traits for a Social Mediator Robot Encouraging Elderly Self-Disclosure on
Loss Experiences. J. Hum.-Robot Interact. 9, 3 (May 2020), 17:1–17:24. https://doi.org/10.1145/3377342

[69] Maria C. Norton, Christine Clark, Elizabeth B. Fauth, Kathleen W. Piercy, Roxane Pfister, Robert C. Green, Christopher D. Corcoran, Peter V.
Rabins, Constantine G. Lyketsos, and JoAnn T. Tschanz. 2013. Caregiver Personality Predicts Rate of Cognitive Decline in a Community Sample of
Persons with Alzheimer’s Disease. The Cache County Dementia Progression Study. International Psychogeriatrics 25, 10 (Oct. 2013), 1629–1637.
https://doi.org/10.1017/S1041610213001105

[70] Vasiliki Orgeta and Phuong Leung. 2015. Personality and Dementia Caring: A Review and Commentary. Current Opinion in Psychiatry 28, 1 (Jan.
2015), 57. https://doi.org/10.1097/YCO.0000000000000116

[71] Joo Young Park, Nadia Campo Woytuk, Deepika Yadav, Xuni Huang, Rebeca Blanco Cardozo, Marianela Ciolfi Felice, Airi Lampinen, and
Madeline Balaam. 2023. Ambivalences in Digital Contraception: Designing for Mixed Feelings and Oscillating Relations. In Proceedings of the
2023 ACM Designing Interactive Systems Conference (DIS ’23). Association for Computing Machinery, New York, NY, USA, 416–430. https:
//doi.org/10.1145/3563657.3596062

[72] Sun Young Park, Francisco Nunes, Andrew Berry, Ayse Büyüktür, Luigi De Russis, Mary Czerwinski, and Woosuk Seo. 2019. Who Cares?
Exploring the Concept of Care Networks for Designing Healthcare Technologies. In Proceedings of 17th European Conference on Computer-Supported
Cooperative Work - Workshops. European Society for Socially Embedded Technologies (EUSSET), 10.18420/ecscw2019_ws1.

[73] Shelley Peacock, Dorothy Forbes, Maureen Markle-Reid, Pamela Hawranik, Debra Morgan, Lynn Jansen, Beverly D. Leipert, and Sandra R.
Henderson. 2010. The Positive Aspects of the Caregiving Journey With Dementia: Using a Strengths-Based Perspective to Reveal Opportunities.
Journal of Applied Gerontology 29, 5 (Oct. 2010), 640–659. https://doi.org/10.1177/0733464809341471

[74] A. Piau, Z. Steinmeyer, N. Mattek, A. Lindauer, N. Sharma, N. Bouranis, and J. Kaye. 2023. Caregiving in Older Adults; Experiences and Attitudes
toward Smart Technologies. Journal of Clinical Medicine 12, 5 (2023), 1789. https://doi.org/10.3390/jcm12051789

Manuscript submitted to ACM

https://doi.org/10.1145/3491102.3501845
https://doi.org/10.1145/3274371
https://doi.org/10.1177/1471301220988233
https://doi.org/10.1093/geront/gnz178
https://doi.org/10.1093/geronb/57.3.P195
https://doi.org/10.1145/3630106.3658956
https://doi.org/10.3390/s17112496
https://doi.org/10.3402/qhw.v7i0.18422
https://doi.org/10.3402/qhw.v7i0.18422
https://doi.org/10.1002/gps.2677
https://doi.org/10.4324/9781315551128
https://doi.org/10.1145/2486227.2486242
https://doi.org/10.1145/3491102.3517611
https://doi.org/10.1145/2702123.2702430
https://doi.org/10.1145/2425296.2425312
https://doi.org/10.1145/2425296.2425312
https://doi.org/10.1016/j.ijnurstu.2012.01.006
https://doi.org/10.1145/3377342
https://doi.org/10.1017/S1041610213001105
https://doi.org/10.1097/YCO.0000000000000116
https://doi.org/10.1145/3563657.3596062
https://doi.org/10.1145/3563657.3596062
https://doi.org/10.1177/0733464809341471
https://doi.org/10.3390/jcm12051789


1873

1874

1875

1876

1877

1878

1879

1880

1881

1882

1883

1884

1885

1886

1887

1888

1889

1890

1891

1892

1893

1894

1895

1896

1897

1898

1899

1900

1901

1902

1903

1904

1905

1906

1907

1908

1909

1910

1911

1912

1913

1914

1915

1916

1917

1918

1919

1920

1921

1922

1923

1924

Evaluating an AI-Powered Reflection Tool for Care Partners 37

[75] Anne Marie Piper, Raymundo Cornejo, Lisa Hurwitz, and Caitlin Unumb. 2016. Technological Caregiving: Supporting Online Activity for Adults
with Cognitive Impairments. In Proceedings of the 2016 CHI Conference on Human Factors in Computing Systems (CHI ’16). Association for Computing
Machinery, New York, NY, USA, 5311–5323. https://doi.org/10.1145/2858036.2858260

[76] Alisha Pradhan, Leah Findlater, and Amanda Lazar. 2019. "Phantom Friend" or "Just a Box with Information": Personification and Ontological
Categorization of Smart Speaker-based Voice Assistants by Older Adults. Proc. ACM Hum.-Comput. Interact. 3, CSCW, Article 214 (Nov. 2019),
21 pages. https://doi.org/10.1145/3359316

[77] Alisha Pradhan, Amanda Lazar, and Leah Findlater. 2020. Use of Intelligent Voice Assistants by Older Adults with Low Technology Use. ACM
Trans. Comput.-Hum. Interact. 27, 4 (Sept. 2020), 31:1–31:27. https://doi.org/10.1145/3373759

[78] Hening Pratiwi, Susi Ari Kristina, Anna Wahyuni Widayanti, Yayi Suryo Prabandari, and Ikhwan Yuda Kusuma. 2023. A Systematic Review of
Compensation and Technology-Mediated Strategies to Maintain Older Adults’ Medication Adherence. International Journal of Environmental
Research and Public Health 20, 1 (Jan. 2023), 803. https://doi.org/10.3390/ijerph20010803

[79] Rob Procter, Trisha Greenhalgh, Joe Wherton, Paul Sugarhood, Mark Rouncefield, and Sue Hinder. 2014. The Day-to-Day Co-Production of Ageing
in Place. Computer supported cooperative work: CSCW: an international journal 23, 3 (2014), 245–267. https://doi.org/10.1007/s10606-014-9202-5

[80] Kat Roemmich, Shanley Corvite, Cassidy Pyle, Nadia Karizat, and Nazanin Andalibi. 2024. Emotion AI Use in U.S. Mental Healthcare: Potentially
Unjust and Techno-Solutionist. Proc. ACM Hum.-Comput. Interact. 8, CSCW1, Article 47 (April 2024), 46 pages. https://doi.org/10.1145/3637324

[81] J. Rudnik, S. Raghuraj, M. Li, and R. N. Brewer. 2024. CareJournal: A Voice-Based Conversational Agent for Supporting Care Communications. In
Proceedings of the CHI Conference on Human Factors in Computing Systems. Association for Computing Machinery, New York, NY, USA, 1–22.
https://doi.org/10.1145/3613904.3642163

[82] Marén Schorch, Lin Wan, David William Randall, and Volker Wulf. 2016. Designing for Those Who Are Overlooked: Insider Perspectives on Care
Practices and Cooperative Work of Elderly Informal Caregivers. In Proceedings of the 19th ACM Conference on Computer-Supported Cooperative Work
& Social Computing (CSCW ’16). Association for Computing Machinery, New York, NY, USA, 787–799. https://doi.org/10.1145/2818048.2819999

[83] Esha Shandilya and Mingming Fan. 2024. Understanding Older Adults’ Perceptions and Challenges in Using AI-enabled Everyday Technologies.
In Proceedings of the Tenth International Symposium of Chinese CHI (Guangzhou, China and Online, China) (Chinese CHI ’22). Association for
Computing Machinery, New York, NY, USA, 105–116. https://doi.org/10.1145/3565698.3565774

[84] Diva Smriti. 2023. Bringing Emotions into Practice: The Role of AI in Supporting Emotional Work in Informal Caregiving. In Companion Publication
of the 2023 ACM Designing Interactive Systems Conference (DIS ’23 Companion). Association for Computing Machinery, New York, NY, USA, 37–40.
https://doi.org/10.1145/3563703.3593066

[85] Roger Andre Søraa, Gunhild Tøndel, Mark W Kharas, and J Artur Serrano. 2023. What do older adults want from social robots? A qualitative
research approach to human-robot interaction (HRI) studies. International Journal of Social Robotics 15, 3 (2023), 411–424.

[86] Ewan Soubutts, Amid Ayobi, Rachel Eardley, Kirsten Cater, and Aisling Ann O’Kane. 2021. Aging in Place Together: The Journey Towards
Adoption and Acceptance of Stairlifts in Multi-Resident Homes. Proc. ACM Hum.-Comput. Interact. 5, CSCW2 (Oct. 2021), 320:1–320:26. https:
//doi.org/10.1145/3476061

[87] Ewan Soubutts, Amid Ayobi, Rachel Eardley, Roisin McNaney, Kirsten Cater, and Aisling Ann O’Kane. 2022. Amazon Echo Show as a Multimodal
Human-to-Human Care Support Tool within Self-Isolating Older UK Households. Proc. ACM Hum.-Comput. Interact. 6, CSCW2 (Nov. 2022),
302:1–302:31. https://doi.org/10.1145/3555193

[88] Anselm Strauss, Shizuko Fagerhaugh, Barbara Suczek, and Carolyn Wiener. 1985. Social organization of medical work. University of Chicago Press,
Chicago, IL, US. xii, 310 pages.

[89] Annelie J. Sundler, Hilde Eide, Sandra van Dulmen, and Inger K. Holmström. 2016. Communicative Challenges in the Home Care of Older Persons
– a Qualitative Exploration. Journal of Advanced Nursing 72, 10 (2016), 2435–2444. https://doi.org/10.1111/jan.12996

[90] Ryan Tennant. 2021. Supporting Caregivers in Complex Home Care: Towards Designing a Voice User Interface. Master’s thesis. University of Waterloo.
[91] Ryan Tennant, Sana Allana, Kate Mercer, and Catherine M. Burns. 2022. Caregiver Expectations of Interfacing With Voice Assistants to Support

Complex Home Care: Mixed Methods Study. JMIR Human Factors 9, 2 (June 2022), e37688. https://doi.org/10.2196/37688
[92] Austin L. Toombs, Andy Dow, John Vines, Colin M. Gray, Barbara Dennis, Rachel Clarke, and Ann Light. 2018. Designing for Everyday Care in

Communities. In Proceedings of the 2018 ACM Conference Companion Publication on Designing Interactive Systems (DIS ’18 Companion). Association
for Computing Machinery, New York, NY, USA, 391–394. https://doi.org/10.1145/3197391.3197394

[93] Milka Trajkova and Aqueasha Martin-Hammond. 2020. "Alexa is a Toy": Exploring Older Adults’ Reasons for Using, Limiting, and Abandoning
Echo. In Proceedings of the 2020 CHI Conference on Human Factors in Computing Systems (Honolulu, HI, USA) (CHI ’20). Association for Computing
Machinery, New York, NY, USA, 1–13. https://doi.org/10.1145/3313831.3376760

[94] Shari Trewin, Sara Basson, Michael Muller, Stacy Branham, Jutta Treviranus, Daniel Gruen, Daniel Hebert, Natalia Lyckowski, and Erich Manser.
2019. Considerations for AI fairness for people with disabilities. AI Matters 5, 3 (Dec. 2019), 40–63. https://doi.org/10.1145/3362077.3362086

[95] Sherry Turkle. 2012. Alone Together: Why We Expect More from Technology and Less from Each Other (1st edition ed.). Basic Books, New York.
[96] Pooja Upadhyay, Sharon Heung, Shiri Azenkot, and Robin N. Brewer. 2023. Studying Exploration & Long-Term Use of Voice Assistants by Older

Adults. In Proceedings of the 2023 CHI Conference on Human Factors in Computing Systems (CHI ’23). Association for Computing Machinery, New
York, NY, USA, 1–11. https://doi.org/10.1145/3544548.3580925

[97] John Vines, Gary Pritchard, Peter Wright, Patrick Olivier, and Katie Brittain. 2015. An Age-Old Problem: Examining the Discourses of Ageing in
HCI and Strategies for Future Research. ACM Trans. Comput.-Hum. Interact. 22, 1 (Feb. 2015), 2:1–2:27. https://doi.org/10.1145/2696867

Manuscript submitted to ACM

https://doi.org/10.1145/2858036.2858260
https://doi.org/10.1145/3359316
https://doi.org/10.1145/3373759
https://doi.org/10.3390/ijerph20010803
https://doi.org/10.1007/s10606-014-9202-5
https://doi.org/10.1145/3637324
https://doi.org/10.1145/3613904.3642163
https://doi.org/10.1145/2818048.2819999
https://doi.org/10.1145/3565698.3565774
https://doi.org/10.1145/3563703.3593066
https://doi.org/10.1145/3476061
https://doi.org/10.1145/3476061
https://doi.org/10.1145/3555193
https://doi.org/10.1111/jan.12996
https://doi.org/10.2196/37688
https://doi.org/10.1145/3197391.3197394
https://doi.org/10.1145/3313831.3376760
https://doi.org/10.1145/3362077.3362086
https://doi.org/10.1145/3544548.3580925
https://doi.org/10.1145/2696867


1925

1926

1927

1928

1929

1930

1931

1932

1933

1934

1935

1936

1937

1938

1939

1940

1941

1942

1943

1944

1945

1946

1947

1948

1949

1950

1951

1952

1953

1954

1955

1956

1957

1958

1959

1960

1961

1962

1963

1964

1965

1966

1967

1968

1969

1970

1971

1972

1973

1974

1975

1976

38 Johnson et al.

[98] Alicia Beckford Wassink, Cady Gansen, and Isabel Bartholomew. 2022. Uneven success: automatic speech recognition and ethnicity-related
dialects. Speech Communication 140 (2022), 50–70.

[99] J. V. Waterschoot, I. Hendrickx, Arif Khan, C. Cucchiarini, H. Strik, L. T. Bosch, and R. Tieben. 2021. Spoken Conversational Agents for Older
Adults: Who Are the Stakeholders and What Do They Expect?. In IUI Workshops.

[100] Jacob O. Wobbrock, Shaun K. Kane, Krzysztof Z. Gajos, Susumu Harada, and Jon Froehlich. 2011. Ability-Based Design: Concept, Principles and
Examples. ACM Trans. Access. Comput. 3, 3, Article 9 (April 2011), 27 pages. https://doi.org/10.1145/1952383.1952384

[101] Shumenghui Zhai, Frances Chu, Minghui Tan, Nai-Ching Chi, Teresa Ward, and Weichao Yuwen. 2023. Digital Health Interventions to Support
Family Caregivers: An Updated Systematic Review. DIGITAL HEALTH 9 (Jan. 2023), 20552076231171967. https://doi.org/10.1177/20552076231171967

[102] Tamara Zubatiy, Niharika Mathur, Larry Heck, Kayci L. Vickers, Agata Rozga, and Elizabeth D. Mynatt. 2023. "I Don’t Know How to Help with
That" - Learning from Limitations of Modern Conversational Agent Systems in Caregiving Networks. Proc. ACM Hum.-Comput. Interact. 7, CSCW2
(Oct. 2023), 321:1–321:28. https://doi.org/10.1145/3610170

[103] Tamara Zubatiy, Kayci L Vickers, Niharika Mathur, and Elizabeth D Mynatt. 2021. Empowering Dyads of Older Adults With Mild Cognitive
Impairment And Their Care Partners Using Conversational Agents. In Proceedings of the 2021 CHI Conference on Human Factors in Computing
Systems (CHI ’21). Association for Computing Machinery, New York, NY, USA, 1–15. https://doi.org/10.1145/3411764.3445124

Received 1 August 2024; revised 1 February 2025; accepted 11 April 2025

Manuscript submitted to ACM

https://doi.org/10.1145/1952383.1952384
https://doi.org/10.1177/20552076231171967
https://doi.org/10.1145/3610170
https://doi.org/10.1145/3411764.3445124

	Abstract
	1 Introduction
	2 Related Work
	2.1 Care Relationship Management
	2.2 Technology for Care Relationships
	2.3 Conversational Technology in Care

	3 Methods
	3.1 System Design
	3.2 CareJournal Evaluation
	3.3 Participants
	3.4 Data Analysis

	4 Findings: Pilot
	4.1 Reflections
	4.2 Summaries
	4.3 Pilot Study Reflection

	5 Findings: Field Study
	5.1 CareJournal Usage
	5.2 CareJournal Areas of Impact
	5.3 Care Partners’ Envisioned Use for CareJournal

	6 Discussion
	6.1 AI in Care Articulation
	6.2 Adaptive AI Reflection by Care Dynamic

	7 Limitations
	8 Conclusion
	References

